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CHAPTER 1. INTRODUCTION 

Nondestructive evaluation (NDE) plays a very important role in modern indus­

tries, such as aerospace, transportation, electronic and nuclear engineering. It in­

volves the detection and characterization of flaws in materials ajid devices to predict 

and prevent failure. Among the major techniques for NDE, the ultrasonic method 

[1,2] is probably the most versatile due to the capability of ultrasound to penetrate 

a wide range of media. The acoustic microscope [3] is an advanced ultrasonic mea­

surement and imaging system developed for the achievement of superior resolution. 

Even though NDE is essentially an inverse process, its realization is largely based 

on a valid forward model covering the energy/material interaction process. A firm 

understanding of the interaction is critical for correctly interpreting measurement 

data. In this work a finite element model is developed for ultrasonic systems with 

emphasis on the acoustic microscope. Numerous wave/material or defect interaction 

phenomena are characterized.. 

Ultrasonic NDE and Acoustic Microscopy 

It is well known that the soimd wave, which can propagate in both fluid and 

solid media, is a common means of communication. The frequency for this purpose 

is generally below twenty kilohertz. When the frequency goes above this limit the 
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sound is known as ultrasound which is inaudible to the human being but finds wide 

applications in nondestructive evaluation. With ultrasonic transmission through or 

reflection from some material or device, the characteristics of the medium are detected 

without changing its state. Unlike electromagnetic waves, such as light, which can 

propagate through vacuum, ultrasound is a mechanical wave which propagates by 

the oscillations of the particles in the medium. But the underlying principles and 

formulations of the two types of energy aie similax. 

Traditional ultrasonic measurement and imaging have been performed at in­

termediate frequencies with wavelengths in the order of millimeters. The acoustic 

microscope, which utilizes focused ultrasound at hundreds of megahertz or even a 

few gigahertz, can have comparable wavelength, and therefore resolution, to the op­

tical microscope since the velocity of ultrasound is five orders lower than that of 

light in fluid media [4]. The idea of the acoustic microscope originated with Sokolov. 

With extensive research and development over the last several decades, notably by 

the work of Quate et al. [5], the acoustic microscope has become a powerful tool for 

ultrasonic NDT. With this instrument, high contrast micrographs can be obtained 

which contain unique information not available in other imaging tools and the elastic 

properties of optically opaque materials can be determined. It is particularly suitable 

for detecting surface and subsurface defects in metal and ceramic materials and for 

examining integrated circuits and biological cells. 

Figure 1.1 is a block diagram of a typical scanning acoustic microscope sys­

tem operating in the reflection mode. The computer is for general control and data 

acquisition. It also contains devices for data/image processing and display. The 

pulser/receiver generates the high voltage pulses which excite the piezoelectric (usu-
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Probe 

X-Y Scanner 

Computer 

Pulser/Receiver 

Figure 1.1: System diagram for the scanning acoustic microscope. 

ally zinc oxide) transducer on the probe and also collects reflected signals. With the 

x-y scanner, the probe is scanned in a raster fashion with respect to the specimen to 

form a complete image. A detailed structure for the probe is shown in Figure 1.2. The 

lens rod is made of material such as sapphire and fused quartz, etc., which support 

high ultrasonic velocity. A liquid, typically water, serves as the coupling medium be­

tween the lens and the sample, since ultrasound decays dramatically in the air. When 

the ultrasonic pulse generated from the piezoelectric transducer reaches the spherical 

lens surface, it will be focused into the coupling medium with negligible aberration, 

because of the large ratio of the ultrasonic velocities in the solid and liquid media. 

A reflection also occurs at the interface although it can be significantly reduced by a 

quarter wavelength matching layer. The sample is normally placed in the focal plane 



www.manaraa.com

4 

I 

Lens 
Cylinder 

Coupling 
Medium 

Sanq>le 

Figure 1.2: The ultrasonic probe configuration. 

of the lens. With negative defocusing, however, a new contrast mechanism will take 

effect due to the excitation of leaky Rayleigh waves along the sample surface. 

The lateral resolution is obtained by focusing radiation to a diffraction-limited 

spot. As with optical microscopes 

A = 0.6lA//a = 0.6lA/iV^ (1.1) 

where / is the focal length, c is the radius of the lens aperture, and N A  = a / f  is 

the numerical aperture of the microscope. So it is obvious that shorter wavelength 

or higher frequency will yield better resolution, which comes at the expense of re­

duced penetration since the attenuation of the ultrasonic waves in water is generally 

proportional to the square of frequency [6]. By using low attenuation couplants such 

as liquid helium the operating frequency can be raised and the resolution can be 

improved to a level better than that of the corresponding optical microscope. The 

axial resolution is determined by the bandwidth of the ultrasonic pulse [7]. Shorter 
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pulses have larger bandwidth and give increased axial resolution. 

The acoustic microscope is not only used for imaging but also for ultrasonic 

mecLSurement of material properties. A basic measurement model of the reflection 

system, excluding the electromechanical eiFect, can be represented as 

y{t) = x{t) * hi{t) * h2{t) * h^{t) * f{t) * h^{t) * h2{t) * hi(1:) = h{t) * f{t) (1.2) 

where y{t) is the output signal, x{t) is pulse generated by the transducer, hi,h2 

and are the impulse response functions of the lens, the coupling medium and the 

specimen respectively, and f{t) is the scattering function or object function of the 

flaw. h{t) is used for the overall nonscattering response of the system or simply noted 

as the system response function. In the frequency domain, 

Y{u j )  =  H{( j )F{u )  (1.3) 

Then F can be determined by the ratio of Y and H and its inverse Fourier trans­

form yields the defect function. Thus a thorough knowledge of the system function 

is of fundamental importance. Obviously, a boundary value problem with coupled 

elastodynamic and acoustic governing equations has to be solved. 

Review of Solution Methods 

The modeling of the complete acoustic microscope system is a complicated pro­

cess. Through the following brief review of available solution methods, a numerical 

procedure is found to be necessary. 
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Analytical methods 

In predicting the perturbed fields caused by the inhomogeneities and defects, 

the governing equations need to be solved with appropriate boundary conditions. 

Purely analytical solutions, if available, are of course desirable. The most common 

analytical procedure is the separation of variables in which the solutions are expressed 

in terms of eigenfunction expansions. Problem geometries have to fit in limited 

coordinate systems for the governing equation to be separable [8]. Early works in 

this categories include the elastic wave scattering by cylindrical discontinuities [9], 

by spherical obstacles [10], and a penny-shaped cracks in unbounded or half-plane 

solids [11]. A comprehensive treatment is presented in [12]. Because of the strict 

limitation of this approach, various approximations have been introduced to extend it 

to more general problems. The following are brief outlines of the Bom approximation, 

the Kirchhoff approximation, the T-matrix approach and the geometrical theory of 

diffraction (GTD). 

In the Born and quasistatic approximation [13] the displacements are represented 

in terms of the Born series expansion. If only the first term is kept, the displacements 

in the scatterer axe simply approximated by the incident fields. This approach is 

suitable for low frequencies and therefore weak scattering under which condition the 

scattered displacements can be easily obtained. Explicit inverse schemes have also 

been developed with the Born approximation for characterizing simple defect shapes 

[14]. 

The Kirchhoff approximation [15,16] assumes that the illuminated side of crack 

acts as a specular reflector to the incident field and the other side has a zero wavefield. 

The Kirchhoff approximation is a high frequency approximation which is valid for 
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large scatterer size with respect to the wavelength. The approach is suited for surface 

problems with edges for which both the reflected and diffracted wavefields can be 

accurately predicted. For half-space cracks the approach fails to predict the reflected 

compressional and shear waves as well as the critical angle head wave. 

The geometrical theory of diffraction (GTD) [17,18] is an extension of the tradi­

tional ray theory in optics which introduces diffracted rays through the generalization 

of Fermat's principle. It is a high frequency approximation based on a series expan­

sion in terms of the inverse powers of frequency. The GTD fails at shadow boundaries 

and caustic surfaces. This difl&culty has been overcome with the development of the 

uniform geometrical theory of diffraction (UTD). A more efficient way is to use the 

Kirchhoff approximation at these singular surfaces [18]. 

For crack dimensions comparable to the wavelength, the transition matrix (T-

matrix) method [19,20] is a suitable choice. In this approach, the governing equation 

is represented in terms of a surface integral over the scatterer. Both the incident and 

scattered fields are expanded by a set of orthogonal basis functions. Then a matrix 

equation is derived relating the scattered and the incident fields and incorporating 

the boundary conditions. The resulting T-matrix can be truncated at an appropriate 

point for numerical evaluation [21]. This method has been applied for various scat-

terers under the time-harmonic condition. However, ill-conditioned T-matrix could 

result for scatterers of particular geometries. In this approach some effort may be 

required in formulating the basis functions and in performing the intensive numerical 

computations. 

Additional approaches include the Cagniard-de Hoop method [22], which was de­

veloped for the study of transient wave propagation by utilizing integral transforms.. 
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Numerical methods 

It is seen that the analytical approaches axe either restricted to problems of 

simple geometries or subject to assumptions that may not be realistic. This has 

motivated the development of fully numerical procedures with the availability of 

modern electronic computers. The most widely accepted numerical methods for 

solving boundary value problems (BVP) include the finite difference method (FDM), 

the finite element method (FEM) and the boundary element method (BEM). 

The finite difference method is conceptually a simple approach. In this method 

the problem domain is usually divided into uniform meshgrids, and the derivatives in 

the governing differential equations are approximated by the corresponding parameter 

differences among neighboring grids based on the Taylor series expansion. A system 

of algebraic equations results from all the difference equations for unknowns each grid 

node incorporating the appropriate boundary conditions. For transient elastic wave 

propagation problems, the system of equations is formulated at discretized times and 

the time-stepping process can be performed by either explicit or implicit approaches. 

The explicit finite difference schemes for the study of elastic wave problems were 

initiated by Altermanand coworkers [23]. Valuable tools based on the FDM have been 

developed for ultrasonic NDE. Finite difference models for the ultrasonic transducer 

fields have been reported by Harumi et al. [24], as well as by Rose and Meyer [25]. 

Interaction models of body or surface waves with targets or discontinuities have been 

studied by Bond et al. [26,27]. More recently, the implementation of the method has 

been carried out on connection machines (CE) to raise the computational efficiency 

[28]. However, the application of the method is limited in that it is incapable or 

wealc in handling problems of more complex geometry with appropriate boundary 
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conditions. 

In the finite element method, the governing differential equations are reformu­

lated in the form of integral equations using either the variational principle or the 

weighted-residual principle. The problem domain is also discretized into meshes of 

elements. But unlike finite difference meshes, the finite element meshes are usu­

ally non-uniform to handle complex geometries. The minimization of the so called 

functional, which represents the internal energy of the formulated system, or the eval­

uation of the weighted residuals leads to a system of linear equations. This actually 

involves two steps, the matrix equations are derived for each element and the assem­

bly of all the elemental matrix equations yields the global matrix equation. The final 

solution explicitly incorporates the appropriate boundary conditions. 

The FEM is the most popular numerical technique in engineering analysis. Orig­

inally developed for application to solid mechanics and structure analysis, the method 

has subsequently been applied to every branch of engineering and physical science 

following the establishment of its mathematical foundation. The work on fields and 

wave propagation problems can be dated back to Lysmer and Drake [29] who applied 

the method in seismology. Their work on surface waves was later extended by Smith 

[30] to the application of body waves in seismology. The applications of the finite 

element method for solid/fluid interaction has been reported by different authors 

[30-33]. The time-dependent finite element formulation of wave/crack interaction 

was reported by Baaant et al. [34]. A more comprehensive finite element model for 

ultrasonic NDE has been developed by Lord and coworkers [35-41],originally for 2D 

isotropic media and later extended to more general anisotropic and attenuative me­

dia. Though the finite element method is powerful in terms of versatility in handling 
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complex geometries, its applications are usually confined to 2D and axisymmetric 

problems. General 3D implementations may require enormous computer resources 

in terms of memory, storage and CPU time, especially for transient problems which 

adopt explicit or implicit time integration schemes. 

In the boundary element method, the governing equations are represented by a 

system of boundary integral equations (BIE) and therefore the integrated unknown 

parameters appear only in the integrals over the boundary. The boundary is dis-

cretized into piece-wise sub-boundaries called boundary elements in a similar fashion 

to that of the finite element method but the dimensionality is reduced by one. The 

unknowns at any position inside the problem domain can be evaluated directly follow­

ing the determination of the boundary solutions. Thus, the BEM is a more efficient 

approach for dealing with arbitrary 3D geometries than the finite element method 

and is the ideal method for problems with infinite domains such as in solid mechanics, 

fluid mechanics and acoustics, etc. The ideas of the boundary element method have 

been applied in acoustics and structural analysis. The application of the method for 

general transient elastodynamics was initiated by Cruse and Rizzo [42]. Subsequently 

the method has been employed for modeling more general acoustic and elastic wave 

scattering problems [43]. The combined use of boundary and finite elements has been 

an efficient way to model solid/fluid interaction problems. However, the boundary el­

ement method has difficulties or inefficiencies in handling anisotropy, inhomogeneity, 

and nonlinear problems. 



www.manaraa.com

11 

Objectives of Dissertation 

The acoustic microscope is a powerful tool in ultrasonic NDE for characterizing 

defects. However, the output signal is a combined effect of the system including the 

transducer/lens assembly, the coupling fluid and its interface with the sample, and 

the defects. Usually the defect signal is retrieved by a deconvolution process which 

requires knowledge of the system response. The determination of this response is not 

a straight-forward process. It is a coupled acoustic/elastodynamic problem involving 

multiple media and interfaces. A complete numerical model based on the finite 

element approach is to be developed in this work as it can be seen from the above 

review that all the analytical and most of other numerical approaches would find 

difficulty in dealing with such a complex system. The displacement vector is adopted 

for the solid regions and a scalar pressure or potential variable is used for the fluid 

region with the satisfaction of appropriate boundary conditions. An explicit difference 

scheme is performed in the time domain. Various wave propagation and scattering 

phenomena are implicitly built in to the model. 

The model is general and comprehensive in the following aspects. First, it deals 

with various material geometries such as 2D, axisymmetric, as well as 3D in Carte­

sian coordinates. Second, it models single and multiple media with full anisotropy 

and attenuation. Third, wave phenomena at arbitrary solid/fluid interfaces can be 

predicted. Fourth, various smooth as well as crack-like obstacles can be modeled. 

In addition, different wave forms such as the fields of point sources, finite aper­

ture transducers, as well as plane waves can be successfully simulated. To meet the 

requirement of the acoustic microscope, a high frequency must be adopted. This 

necessarily requires more computer resources and parallel processing is appropriate. 
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The foundations of dynamic elasticity are presented in Chapter 2 which facilitates 

the later numerical development. Chapter 3 presents the finite element formulations 

in the space domain and solution strategies in the time domain. In Chapter 4, 

the pulsed transducer fields in solids and their interactions with voids and cracks are 

simulated and compared with other models. The finite element treatment for acoustic 

media and fluid/solid interfaces is described in Chapter 5 where the visualizations 

of transient leaky Rayleigh waves are displayed. In Chapter 6, the fields of time-

delay spherically focused arrays are numerically analyzed and compared with the 

impulse response method and good agreement is achieved. Application to acoustic 

microscopy is the contents of Chapter 8 where the finite element model simulates the 

spherically focused transducer, the ultrasonic lens based on the solid/fluid model, a 

focused wave probing a fluid/solid interface and a solid/solid interface with or without 

surface cracks. Conclusions and comments on possible future work are summarized 

in Chapter 8. 
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CHAPTER 2. ACOUSTIC WAVES IN ELASTIC MEDIA 

This chapter does not attempt a thorough treatment of the topic as this can 

be found in standaxd references [44-46], rather it presents the necessary theoretical 

background for later numerical development. 

Small displacements are assimied so that higher orders can be neglected. This 

approximation is appropriate for NDE applications. The wavelength is large enough 

so that the continuum model is valid for the medium. In addition, the medium under 

consideration is nonpiezoelectric. The derivations in this chapter mainly follow the 

classic text of Auld. 

Deformation and Strain 

Unless otherwise specified, the treatment is based on the Cartesian coordinate 

system. Assume a particle of position X at a reference time moves to x at time t .  

Here the particle means an infinitesimal volume in the continuum model. Then the 

displacement is defined as 

u(X,i) = x(X,i)-X (2.1) 

It is obvious that Eq. (2.1) can not fully characterize the deformation since it does 

not vanish for either rigid translation or rigid rotation. Assuming a neighboring 

particle is located at X + <£X and x + <?x at the reference time and the present time 



www.manaraa.com

14 

t  respectively, the differential displacement is then 

du = dx{X, t) — dX (2.2) 

It is seen that (2.2) does reduce to zero for rigid translation. If the displacement 

vector is written in terms of its Cartesian components, the differential displacement 

can be represented in terms of the displacement as follows, 

du = e^dui = e^uijdXj (2.3) 

where the indicial notation has been adopted, i.e., repeated indices indicate summa­

tion while a comma stands for differentiation. It is noted that is a second rank 

tensor. In matrix form it is represented as 

The above matrix is known as the displacement gradient matrix. Though the 

displacement gradient matrix is zero for rigid translation, it does not reduce to zero 

for rigid rotation. So it is not a true measure of deformation. A usual definition of 

the deformation is as follows. 

A = dx.- dx — dX- dX = dx^dx^ — dX^dX^ (2.5) 

which is zero for rigid motion, either translation, rotation or their combination. Since 

dxj^ = dXi + u^jdXj (2.6) 
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Then 

A = {dXi+uijdXj)(dXi+Ui^^<iXi,)-dXidXi 

~ ^'^j,k + "fcj + H,j'^i,k)^^j^^k 

= 2SijdXidXj (2.7) 

where 

^ij — ^k,i^k,j) (2-^) 

It should be noted that 

Sij=Sji (2.9) 

S^j is referred to as the strain tensor. It is symmetric as indicated by (2.9). While 

vanishing for any rigid motion, it is a fundamental variable featuring the deformation 

of the elastic media. Usually the deformation caused by acoustic waves is very small, 

i.e., the magnitudes of are much smaller than unity. So it is reasonable to neglect 

the quadratic term and keep only the linear terms. 

It should be remembered that the derivatives in the above formulation are with 

respect to X. But for the linearization approximation, the derivatives with respect 

to X aad to x are the same [Auld], so there is no need to distinguish between them. 

Therefore 

5y(X,i) = Sij{x,t) = Sij = + uj^i) (2.11) 
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Comparing with Eq. (2.4) it is seen that the strain tensor is actually the sym­

metric part of the displacement gradient matrix (also a second rank tensor). In 

vector notation, the displacement gradient matrix can be written as the gradient of 

the displacement vector, i.e, 

e = Vu (2.12) 

and the corresponding strain can be be expressed as 

s = VsU = j(Vu + Vu^) (2.13) 

Due to the symmetry of 5, only six of the nine elements are independent, thus 

abbreviated subscripts can be adopted. In other words, the double subscripts can 

be converted into single subscripts according to the following rule: 11 —»• 1, 22 —»• 2, 

33 3, 23/32 4, 13/31 -> 5, 12/21 6. Therefore 

S = 
*^11 ^12 -^13 

•^21 ^22 *^23 

'5'31 ^32 % 

Si 

JSj 53 

(2.14) 

In addition, S can be expressed as a vector of six elements, and from Eq. (2.10) we 

have 

S = 

d 0 0 
^1 dxi ()xi 0 0 

•52 0 d 
dx2 

0 

•^3 
du^ 
cl®3 0 0 d 

54 <7x3 0x2 
0 d 

dx^ 
d 

•55 
ax^ oxi 

d 
dx^ 0 d 

dxi 

^6 > 0x2 OXl 
d 

. 
d 

dxi 
0 

ui 

U2 

"3 

(2.15) 
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In indicial notation Eq.(2.15) is written as 

S j  =  V j i U i  

where 

(2.16) 

d 
dxi 

0 0 0 d 
wi 

d 
9x2 

II >
 0 (M 0 d 0 d 

dxi 

0 0 d d 
9^ 0 

(2,17) 

and I  = 1,2,3,4,5,6,1 = 1,2,3. 

For cylindrical coordinates Eq. (2.16) is still applicable with the following cor­

responding definitions. 

where i = 1,2,3 or r, z, and / = 1,2,3,4,5,6. 

d 1 0 0 d 1 d 
9r r 0 0 m 

0 1 d 0 d 
Wz 0 d 1 

dr r 

0 0 d 1 d d 
9r 0 

(2.18) 

Traction Force and Stress 

In a vibrating solid medium, there may exist two types of forces. One is the 

body force and the other is the traction force. The body force is a long range force 

and acts on the interior particles of the medium. If the force acting on the volume 

AV around point P is AF, then the body force (the component) per unit volume 

at P is 
A p. 

(2.19) h = . lyn 
AF^O af 

The traction force is generated by the application of an excitation on the surface 

of a solid medium. It is transmitted through the medium by the interactions between 
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the neighboring paxticles. Unlike a body force which acts on the volumes in the 

medium, the traction force acts on surfaces of the medium. Assume the traction 

force acting on a surface AS around point P is AT , then the stress of the traction 

force is 
AT-

Ti= lim ^ (2.20) 
^ A5-^0 A5 ^ ^ 

It is noted that the traction component defined above is also dependent on the 

orientation of AS. In order to characterize the stress at some point, an orthogonal 

differential volume is taken and three force components are specified on each face of 

the volume. Then the traction forces on the three faces are respectively 

= eiTii + e2T2i + e3r3i 

^2 = 61^12 + 62^22 + 63232 

T3 = eiri3 + e2r23 + e3r33 

(2.21a) 

(2.21b) 

(2.21c) 

In indicial notation 

Tj - (2.22) 

where T^ is the traction force per unit area on the face of the volume and Tj^j 
±-L 

are called stress components or the stress tensor which stands for the component 

of the traction force acting on the face of the infinitesimal volume. 

The traction force or stress vector acting on a surface of arbitrary orientation 

n = e^rzj can be determined from the balance of forces as follows. 

rf ^11 Ti2 ^13 
• = 

221 T22 ^23 

.^31 232 233 

ni 

722 

"3 

(2.23) 
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or in indicia! notation 

~ (2.24) 

In the absence of body moment, it can be shown that 

Tij = Tji (2.25) 

Dynamic Equation of Motion 

For an arbitrary volume V and surface 5 of a medium with density p, it follows 

from Newton's law that 

fs + jy = Jy (2-26) 

The divergence theorem states that 

fs ~ Jy (2.27) 

Then 

Iv + jv = Jv 

or 

Jy^'^ijij ~ ~ ^ (2.29) 

Due to the arbitrariness of V, we have 

f i ~  P ' ^ i  ( 2 . 3 0 )  

where = 1,2,3. In vector and matrix form 

V-T + f = ^u (2.31) 
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where 

V - T  =  e i T i j j  ( 2 . 3 2 )  

Analogous to the strain fields, the stress tensor can also be represented using the 

abbreviated subscripts because of their symmetry property. 

T = 
^11 ^12 2^13 

^21 ^22 % 

^31 ^32 % 

In vector notation T can be simply written as 

T\ l6 ^5 

J6 Ti Ti 

35 ^4 Ts 

(2.33) 

T = T\ T2 Ts T^ Ts] (2.34) 

V-T 

d 
dxi 

0 0 0 d 

0 d 0 d 0 d 
dxi 

0 0 d d d 0 

Then the gradient of the stress tensor in Eq. (2.31) caji be written in a vector form 

as 

' Tl 

T2 

Tz 

Ti 

T5 

^6 

In terms of the abbreviated subscript notation for the stress, the equation of 

motion in Eq. (2.31) is represented as 

= ViiTi (2.35) 

+ fi = PH 

where i = 1,2,3 or x,y,z, and I = 1,2,3,4,5,6. 

(2.36) 



www.manaraa.com

21 

Stress-Strain Relationship 

Hooka's law for a one dimensional isotropic medium states that the stress and 

strain are linearly related to each other, i.e., 

T = ES (2.37) 

where E is Young's modulus. For general multidimensional materials Hooke's law 

still holds as long as the stress and strain are small enough. Assume there is no 

residual stress at zero strain, T can be expressed in terms of S in the following series 

form, 

~ Hjkl^kl + • • • (2.38) 

By neglecting the terms of the second or higher order, it follows that 

~ ^ijkl^kl (2.39) 

where c^jj^i are known as the elastic constajits. Due to the following symmetry 

relations for the elastic constants 

Hjkl ~ ̂ jikl ~ ̂ ijlk ~ ̂ klij (2.40) 

only 21 of the 81 components are independent. This is the most general case. For 

many kinds of media, there are less than this number of independent constants due 

to special structural symmetries. For an isotropic medium, which is a special case, 

there exist only two independent elastic constants expressed as follows, 

^ijkl = + hl^jk) (2-41) 

where A and y, are known as Lame's constants. The corresponding stress-strain 

relationship becomes 

— ^^kk^ij (2.42) 
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or equivalently 

5,-,- = 
\S. ij 

(2.43) 
3/i(3A + 2jw) 

In compatibility with the stress and strain, the elastic constants axe also normally 

represented in terms of abbreviated subscripts. Under the following rule, 

/ = 

J = 

(2.44a) 

(2.44b) 

(2.45) 

I ,  t = j  

9 - i - i ,  

fc, k = I 

9 — k — I, k ^ I 

we have 

^IJ = Hjkl 

and the generalized Hooke's law is rewritten as follows, 

=  ̂ I J ^ J  (2-46) 

Substituting Eq. (2.46) into Eq. (2.16) and then Eq.(2.16) into Eq. (2.36) results in 

the following equation of motion in terms of displacements, 

- f i  =  P H  

where i , j  = 1,2,3 and /, J = 1,2,3,4,5,6. 

For an isotropic medium, Eq. (2.45) reduces to 

A "l" X A 0 0 0 

A A "t" 2/i A 0 0 0 

A A A -f- 2j^ 0 0 0 

0 0 0 0 0 

0 0 0 0 IX 0 

0 0 0 0 0 

(2.47) 

[C/j] = (2.48) 
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Substitution of Eq. (2.48) into Eq. (2.47) and a little algebraic manipulation yields 

(A + + iiu^ jj 4" /^ = (2.49) 

which, in vector form, is 

(A + (i)W • u + + f = /9U (2.50) 

or 

(A + 2fj,)W • u — /xV xVxu + f = /9u (2.51) 

by noticing the following vector identity 

V X V X u = VV • u - V^u (2.52) 

Eqs. (2.49-2.51) are the common forms of governing equations for waves in isotropic 

media. 

Major Wave Types in Isotropic Media 

In a fluid medium, only the longitudinal or compressional wave is supported. 

Whereas in a solid medium, a variety of waves can be supported depending on the 

structure and boundary conditions. In order to facilitate later discussions, a survey 

of the wave types is presented here. 

Bulk waves 

In an unbounded medium, there exist possibly two kinds of waves, the longitu­

dinal (L) or compressional wave and the shear (S) or transverse waves. In fact, the 

total displacement can be taken as the combination of two components, i.e., 

u = ui + us (2.53) 
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where 

= V(f>, U5 = VxV', V-V' = 0 (2.54) 

By substituting of Eq. (2.53) with (2.54) in Eq.(2.61) and noting that 

VxV(^ = 0, V-Vx^ = 0 (2.55) 

we have 

V((A + ii)v '^(f> - />^) + V X (/iV^V' - P^) = 0 (2.56) 

No body force has been assumed. Taking the curl and divergence of the above formula 

respectively, we obtain 

= -1^, (2.57) 
CI CG 

where 

= ,2^ if (2.58) 
^  P  P  

It is seen that the L and S waves satisfy the standard wave equations and prop­

agate with velocities and cs, respectively. The L wave propagates in the same 

direction as the particle oscillates while the propagating direction of the S wave is 

perpendicular to that of the oscillating particle. Depending on the specific form 

of excitations, there may exist plane, cylindrical or spherical waves as well as their 

superposition. Subject to a discontinuity, wave phenomena such as reflection, refrac­

tion, diffraction and mode conversion may occur. Under these conditions, it is helpful 

to decompose the S wave into the SH and SV components with the former referring 

to the component parallel to the discontinuity and the latter parallel to the plane 

perpendicular to the discontinuity. 
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Surface and plate waves 

Wave propagation in a bounded or semi-bounded medium is more common in 

practice. The wave-boundary interaction needs to satisfy the underlying boundary 

conditions. At a free surface, both the normal and tangential stresses vanish whereas 

on a rigid boundary the displacements are constrained to zero values. The interface 

between two solids in perfect contact requires continuity for both the stress and dis­

placement. However, a slippery contact between two solids requires the continuity of 

the normal stress and displacement components and does not support the tangential 

stress. Similarly for the solid/fluid interface, the normal stress or pressure and the 

normal displacement are continuous and tangential stress vanishes. 

Rayleigh surface waves. Consider an elastic solid with a free surface. Besides 

the L and S waves which propagate in the interior of the media, there could exist a 

third kind of waveform called the Rayleigh surface wave whose propagation is largely 

confined at the surface and decays dramatically from the surface deeper into the 

interior. It can be shown [44] that the Rayleigh wave velocity cj^ is determined from 

the following equation 

This is a cubic equation for , and there should be three associated roots. 

However, there is only one acceptable root which is real and positive. An approximate 

solution is given by [3] as 

21 21 
(2.59) 

cji = C5(1.14418 - 0.25771Z/ + 0.126611/^)"^ (2.60) 

where i/ is the Poisson ratio. 



www.manaraa.com

26 

For a sinusoidal excitation, the particle movement associated with the Rayleigh 

wave follows an elliptical path while the elliptical shape changes from the surface to 

the interior. Of the two displacement components, the one normal to the surface , 

i.e., the shear component, dominates. The Rayleigh wave decays much less during 

propagation than that of the bulk L and S waves since the propagation dimension is 

reduced by one, and is therefore the dominant wave type in seismology. The Rayleigh 

wave plays a major role in surface acoustic devices and finds applications in NDE for 

surface and subsurface defect detection and characterization. 

Generalized Rayleigh and Stoneley waves. A propagating wave can also 

exist on the interface of two different media. The wave propagating along the 

fluid/solid interface is known as the generalized Rayleigh wave and its velocity is 

given in the following equation [47] 

r  \ 2 '  

-4 -(J)'' 
1 

1 -

.1 -
(2.61) 

p J 

There is only one positive root for which is slightly larger than for the same 

solid medium. If pj = 0, Eq. (2.61) reduces to Eq. (2.59) and reduces to c^. It 

should be pointed out that the Rayleigh wave at the fluid/solid interface is a leaky 

wave, i.e., it continuously radiates energy into the fluid medium with the decrease of 

its magnitude. The wave propagating along the solid/solid interface is known as the 

Stoneley wave. Realistic Stoneley wave velocities can be obtained for only a certain 

range of the density ratio and shear modulus ratio of the two media. Similar to the 
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Rayleigh wave, the Stoneley wave is also nondispersive which means that it's velocity 

is independent of frequency for lineax, homogeneous and isotropic media. 

Lamb and Love waves. The lamb wave is a coupled L and SV wave propagat­

ing in a thin plate of wide extension with both surfaces traction free. For simplicity 

consider the plane strain case where the plate is parallel to the xy plane and the 

two surfaces are located at z = ±/i. The propagation of the Lamb wave is along 

the X direction and there is no displacement in the y direction. Assume that the 

wave number associated with the Lamb wave is the corresponding L and SV wave 

numbers in the normal direction are 

The characterization equation associated with the given boundary conditions leads 

to the following decoupled Rayleigh-Lamb frequency equations 

which correspond to the symmetric and antisymmetric modes respectively. Symmetry 

or antisymmetry refers to the displacement vector with respect to the mid-plane of the 

plate. Unlike the Rayleigh wave which is nondispersive, the Lamb wave is dispersive 

function of frequency w. The Love wave propagates in the SH mode along a layered 

medium on the surface of a solid half-space. It is of major interest in seismology but 

also finds application in surface acoustic devices. Detailed analysis of Lamb waves is 

available in the literature. 

(2.62) 

tan/3/i _ tan^h (^^ — /5^)^ 
ta.nah (^2_y92^2' tanafe 

(2.63) 

in that its phase velocity cj^ determined &om the Rayleigh-Lamb equations is a 
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CHAPTER 3. FINITE ELEMENT MODELING 

The boundary value problem for a solid geometry is formulated by the govern­

ing equations of elastodynamics with the underlying boundary conditions. Semi-

discretized finite element equations in the space domain axe derived on the basis of 

the principle of variations. Direct time integration is carried out through the explicit 

central difference scheme. Absorbing boundary conditions are implemented for mod­

eling infinite media. Two-dimensional and axisymmetric geometries are considered 

as special examples of 3D in Cartesian or cylindrical coordinates. 

Governing equations 

To simulate a general ultrasonic testing problem, we consider an elastic medium 

of volume V and boundary S. The governing equations and relevant boundary condi­

tions comprise the boundary value problem. It is shown in the last chapter that the 

general equation of motion is 

Semi-discretized Finite Element Formulation 

fi ~ P''^i (3.1) 

or, in the abbreviated notation 

+ fi  =  PH (3.2) 
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In order to be able to model the viscous damping effect, the generalized Hooke's 

law is modified in the following form 

= Hjkl^kl  +  %jkl^kl  (3-3)  

in the standard index form, or 

= ^IJ^J + HjjSj (3.4) 

in the abbreviated index form. 

Analogous to the derivation of Eq. (2.47), the corresponding governing displace­

ment equation, neglecting body force, is 

^i jk lH, l j  +  %jkl \ l j  =  P^i  (3-5)  

in the standard index notation, or 

Jj '^ j  -  f i  =  P^i  (3-6)  

in the abbreviated indicial notation. 

For the bounded medium, the boundary condition might be either of Dirichlet 

type or Neumann type with the former referring to the specification of the displace­

ment and the latter referring to the specification of the traction force. For generality, 

the boundary is assumed to contain both types of conditions, i.e., 

= uf on Su (3.7) 

H = TijUj = if on St (3.8) 

where 

5^ U = 5, n = 0 (3.9) 
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Zero values for Eqs. (3.7) and (3.8) correspond to the rigid and traction free 

boundaries, respectively. It can be shown that the above described boundary con­

ditions lead to unique solutions. In addition, mixed boundary conditions of the two 

types over either the whole or part of the boundary also yield unique solutions [44]. 

Solutions of the governing hyperbolic equations also require the following initial 

conditions for the displacements, 

= = (3-10) 

in domain V. 

Variational formulation 

The above boundary value problem can be solved numerically through the weighted 

residual approach. It can be shown by variational calculus that the solution corre­

sponds to the minimization of a scalar functional which is related to the total energy 

of the system. An appropriate energy functional [48] can be defined as 

F(u, t) = P(u, t) + Kin, t) + Wj(u, t) - Weiu, t) (3.11) 

where 

PM = \jySjiCij^iSudV=\j^SiCjjSjdV (3.12a) 

= j^puiUidV (3.12b) 

= jySiHijSjiV (3.12c) 

We{u,t) = J tiUjds (3.12d) 

In the above equations, P  is the potential or strain energy, K  is the kinetic 

energy, represents the energy lost through viscous damping, and We is the work 
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done by the boundary traction force under the assumption of zero body force. Upon 

substituting Eq. (3.12) into Eq. (3.11), we have 

Jv + fv Hkds (3.13) 

The variation of the energy functional 6F due to the variation of displacement 

8u and therefore 8S is 

= jy ̂ ^iCijSjdV + SSjHjjSjdV + SuipuidV - SuitidS (3.14) 

The first term on the right hand side is derived as follows by noticing the symmetry 

property of C. 

^S{SiCijSj) = \[SSiCijSj-\-S][Cij6Sj) 

= \i.^SiCijSj + SjCjj6Si) 

= \{^SiCjjSj-\-SjCij6Sj) 

=  S S j C j j S j  (3.15) 

It follows from Eq. (2.16) that 

(3-16) 

Setting Eq. (3.16) into (3.14) gives 

+ Jy SujpuidV - (3.17) 

Finite element approximation 

The domain V is discretized into subdomains called elements, denoted by V®, 

and the intersection points of neighboring elements are known as nodes. The dis­
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placements in each element u axe expressed in terms of the unknown nodal values U 

through the interpolation or shape functions TV, i.e., 

ui{x;t) = N'^{x)Ul^(t) (3.18) 

where the repeated superscripts m sum over the number of nodes per element Ne-

Upon discretization, the overall energy functional and its variation can be taken as 

the superposition from each element, i.e., 

F = 6F = Y^6F^ (3.19) 
e e 

ajid it follows from Eq. (3.17) 

+ Jye - Jge (3-20) 

Substituting Eq. (3.18) into (3.20) and having 6F^ = 0 for stationarity yields 

"C'nj + - -Rim) = 0 (3-21) 

where 

Mlf" = J^^pN"'N"{ijdV 

= Jve^Ii^"'CijVjjN'>dV 

Rim = (3.22a) 
i 

The nodal displacements for each element can be rewritten in the form of a 

column vector 

{U^f = [tfl  £/l uj ul (7| ul ••• U^' 

=  [ f f  f f  n  ( 3 . 2 3 )  
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Correspondingly 

{R'f = 

and 

[M®] = 

4 4 4 ^ ^2 .. .  R^e.j^e j^Nej 

Rf i2| il§ i?| i2| • • • -R^^jVe-l 

0 

0 

0 

0 

Mfi Mf liV, P 

^NpNp 

(3.25) 

[j9«] 

nmn nn^n 
^xx ^xy ^xz 

nmn nmn nmra 
^yx ^yy yz 

nmn rtmn Dmn •^ZX i-'V .7. zy 'zz 

Dh 

^Npl 

^iNp 

^NpNp 

(3.26) 

m = 

R'mn Tymn r^mn 
J^xx ^^xy ^^xz 

i^mn T^mn r^mn 
"ys j/ j /  yz 

rrmn T^mn T^mn 
^zx zy ^zz 

^^INp 

^'^Npl • • •  ^^NpNp 

where Np = N^Ne. Eq. (3.21) can then be rewritten cis 

{6U^}'^{M^U^ + D^il^ + - i?®) = 0 

Due to the arbitrariness of variations SU^, we obtain 

(3.27) 

(3.28) 

(3.29) 

where M®, and are the elemental mass, damping and stiffness matrices, 

respectively. All the matrices can be seen to be symmetric. M® is positive definite 
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while D® and are positive semi-definite. is a vector carrying the traction 

boundary conditions for element e along a traction boundary. The assembly of all 

the elemental matrix equations leads to the following global matrix equation 

MUt + DUt + KUt = Rt (3.30) 

where Ut is the displacement vector containing all the components at aJl the nodal 

points in the problem domain. M, D, K and are the global mass, damping, 

stiffness matrices and traction force vector, respectively. The formulation leading to 

Eq. (3.30) is general in that full anisotropy, viscous damping, inhomogeneity and 

multi-media are built into the model through the material parameters. The finite 

element equations are to be solved in the time domain. 

Two-Dimensional and Axisymmetric Approximations 

The finite element formulations in the last section axe valid for general three 

dimensional geometries in either Cartesian or cylindrical coordinates which are most 

common in NDE applications. However, the implementations are restricted to rather 

simple and small geometries due to the limited computer resources. 2D and ax-

isymmetry axe suitable approximations for a range of practical problems with the 

attractive feature of the reduction of dimensions by one. This section summarizes 

the elemental matrix forms for the two types of approximations 

Two-dimensional approximation 

A two-dimensional or plane problem results when the quantities under consid­

eration are independent of one of the directions in Cartesian coordinates. Without 
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losing generality, assume the direction is along the z axis. There exist two types 

of plane problems, i.e., plane strain and plane stress. Plane strain assumes that all 

the nonzero strains and displacements are in the xy plane, i.e., no component exists 

in the z direction. This condition applies when the dimension of the geometry in 

the 2r direction is large with respect to the x and y directions. On the other hand, 

plane stress assumes that the normal stress along the z direction is zero and this 

condition applies when the dimension of the geometry is small in the z direction with 

respect to the x and y directions. Only plane strain is presented here due to its better 

approximation in NDE applications. Under this condition, we have 

u x  =  u x {x , y ) ,  u y  =  u y {x,y) ,  U z  =  0  (3.31) 

and the equation of motion is reduced to the following form 

V • T = /)u (3.32) 

where 

V = 
d 

d_ d r\ U U 

The stress tensor is expressed in the abbreviated notation 

\T 
-[ T — 1 Txx "^yy "^xy ] = CS + HS 

where 

C = 
<^11 ^12 <^16 

^12 <^22 <^26 

^16 <^26 <^66 

H = 
Hii Hi2 ^16 

Hi2 H22 H26 

^16 ^26 -^66 

(3.33) 

(3.34) 

(3.35) 
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For an isotropic medium, the C ajid H matrices are reduced to 

C = 

A -|- 2fji A 0 

A A -(- 2,fi 0 

0 On 

H  =  
Hll Hi2 0 

Hi2 Hii 0 

0 0 ^^66 

(3.36) 

where = {Hn — Hi2)l2. The normal stress component Tzz can is related to 

Txx 3'D.d '^yy through the Poisson ratio u 

Tzz = —l'{Txx + Tyy) (3.37) 

The strain tensor is in the following form 

S = Sxx Syy 2Sxy 
i T  

= Au (3.38) 

where 

d 0 d 1 T r 
0 dy u = < ux 

0 d d 
^ . 

u = < 
Uy 

(3.39) 

Upon discretization, the interpolation in an element is written as 

u = NU (3.40) 

and therefore 

S = Au=: ANU = BU (3.41) 

The elemental matrices can be derived in the same procedure as in the last section 

= j j pN^Ndxdy (3.42a) 

= j j B^CBdxdy (3.42b) 

P® = j J B^rfBdxdy (3.42c) 

= j^^N'^tds (3.42d) 
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where 

N = 

U = 

N Ne 0 

B = AN 

N-]^ 0 A^2 0 

0 Ni 0 N2 0 iV^g 

c |  fl  ••• ff" 

(3.43) 

(3.44) 

(3.45) "y 

For a general four-node quadrilateral isoparametric element, Ne = 4, and the shape 

functions in the natural (^,7?) coordinates can be derived based on the bilinear inter­

polation 

= i V 2 = j a + o a - f )  

JV3 = 1(1 + 0 (1+')) iV4=i(l -0(l+,)  (3.46) 

and for an eight-node quadrilateral isoparametric element, Ne = 8, the shape func­

tions are 

JVl = j(l - 0(1 - '))(-l - e - >() JVj = i(l - {2)(1 - ,) 

1 1 
N2 = t(1 + 0(1 -  '/)(-! +^-v) ATg = -(1 + 0(1 -r}') 

2 
1 

2 
1 

4'" ° 2 

The coordinate transformations satisfy the following relationship 

JV3 = J(1 + 0(1 + -/X-i + e + •;) = + 

^4 = 7(1 - 0(1+vx-i - e+-)) JVs = 5(1 - 0(1 - (3.47) 

Ne Ne 

~ ^i^ii Hi ~ ^iVi 
i=l i=l  

(3.48) 

which is similar to the unknown variable transformation. The evaluations of the 

matrices are usually performed in natural coordinates through Gaussian quadrature. 
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Axisymmetric approximation 

Axisymmetry assumes that both the geometry and boundary conditions (includ­

ing driving forces) are symmetric with respect to the z axis and no variations exist 

along the 0 direction. Under this condition, 5^^, and all vanish and 

ur = ur(r,z), uz = uz{r,z), = 0 (3.49) 

The equation of motion can also be written in the form of Eq. (3.32) with the 

following definition for the operator 

( ^ + r )  0  m 1 
r 

(3.50) 

The stress tensor is written as 

r = '•rr 

For an isotropic medium 

A "t* 2/i A 0 

A A "t" 2ju 0 

0 0 jti 

C = 

^ z z  J - r z  

A 

A 

0 

' e e  

A 0 A + 2fx 

H = 

= CS + HS 

Hll Hi2 0 HI2 

H I 2  H l l  0 Hi2 

0 0 ff44 0 

Hi2 HI2 0 Hll 

(3.51) 

(3.52) 

where ^44 = ^(^11 ~ -^12)• ^ transversely isotropic medium where the isotropic 

planes are normal to the z axis 

C = 

Cii Ci3 0 C12 

^33 0 ^13 

0 0 C44 0 

C12 Ci3 0 Cii 

H = 

Hll ^13 0 Hi2 

HlZ H^^ 0 ffi3 

0 0 fr44 0 

Hi2 His 0 Hll 

(3.53) 
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Notice that for a fully anisotropic medium, the axisymmetric condition is not satisfied 

since there is always a 6 dependence no matter what direction the z axis is. 

The strain tensor is written as 

= [ ' rr  'Jzz 25, rz OQQ 1 = Au (3.54) 

where 

d 0 d 1 " 
r 

T 
Ur _ 0 1 " 

r , u = Ur 

0 d 
Tz 

d 
Br 0 

, u = 

Uz 
(3.55) 

Upon discretization, the interpolation of the displacements in each element in terms 

of the nodal values is written as 

u = NU 

and therefore 

where 

S = ANU = BU 

B = AN 

The elemental matrices are in a similar form as Eq. (3.42) 

= 2Tr J j pN '^ Nrdrdz 

J j B^CBrdrdz 

D® = Stt y j B^ HBrdrdz 

-  k  
tds 

(3.56) 

(3.57) 

(3.58) 

(3.59a) 

(3.59b) 

(3.59c) 

(3.59d) 

Eqs. (3.44-48) are also valid for the axisymmetric formulation with the xy coordinate 

replaced by the rz coordinate. 



www.manaraa.com

40 

Modal Superposition Method 

The global matrix equation derived in the above section is-shown as follows with 

initial conditions 

While the traction boundary conditions are built in to the the equations through 

the forcing vector R, the displacement boundaxy conditions have to be enforced ex­

plicitly. The time domain solutions for the displacements and possibly their deriva­

tives can be obtained with two general categories of approach, i.e., direct time integra­

tion ajid modal superposition. The direct integration methods are the most general 

methods and they can be used both for linear and nonlinear problems, whereas the 

modal superposition methods are linear methods and thus work only for linear prob­

lems. The two approaches are dealt with in this and the next sections, respectively. 

In the modal superposition method, the semi-discretized system equations are 

transformed into a system of uncoupled equations. The nature of the method is to 

express the solutions for the displacements as the superposition of the free vibrational 

modes of the structural system. Let us start with the free vibration problem without 

damping 

M U + D U + K U = R  (3.60) 

t/(f0) = % C/(io) = Vo (3.61) 

M U + K U = Q  (3.62) 

A harmonic solution U — leads to the following eigenvalue problem 

{K - \M)U = 0 (3.63) 

where X=uj^. 
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We denote and v^- as the eigenvalue and eigenvector pairs. It can be shown 

that the eigenvectors aie orthogonal to M and K, i.e., 

vfUvj = 0, K'Vj = 0 (3.64) 

for i ^ j. Suppose the eigenvectors v^- axe normalized with M such that 

vfMvi = l (3.65) 

The following relations can be obtained 

vfUvi = Sij, (3.66) 

Suppose the eigenvalues in increasing order form the diagonal elements of a 

matrix, denoted by A, whose nondiagonal elements are zeros, and the corresponding 

eigenvectors represent the columns of another matrix denoted by V. The above 

relations become 

V'^MV = /, V'^KV = A (3.67) 

Multiplying the system equations by we have 

V'^MU + V'^DU + V'^KU = V'^R (3.68) 

By i n t r o d u c ing a new variable W so that U = VW, it follows that 

V^MVW + V'^DVW + V'^KVW = V^R (3.69) 

Utilizing Eq. (3.67) gives 

W + V^DVW + AW = V^R (3.70) 
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Neglecting the viscous dantiping, we have 

W  +  k W =  V ' ^ R  ( 3 . 7 1 )  

Eq. (3.71) represents a system of decoupled equations with the initial conditions 

transformed as 

W/(0) = V^MU{0) (3.72) 

1^(0) = V^MU{0) (3.73) 

The decoupled equations (3.71) can be written on the component level as 

Wi+u}fwi = v'[R (3.74) 

The solution is given by the Duhamel integral 

\  f t  T  
wj^(t) = — L Rsinuiit — T)dT + Aisintjoit + Bicosojjt (3.75) 

Wj JQ 

where the coefficients and Bi are determined by the initial conditions (3.72) and 

(3.73). The decoupled equations can also be solved by available numerical integration 

schemes. Even Eq. (3.75) has to be evaluated through numerical methods. By 

substituting W back into U we obtain the solutions 

r iL u ( t )  =  v ^ w  =  Y .  ( 3 - 7 « )  
Z=1 

If we take account of the damping effect, measures have to be taken on D to 

make (3.70) decoupled. One way is to assume that D satisfies 

yjDvj=2u;i^j6ij (3.77) 
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where is the modal damping coefficient. It should be noted that no indicial sum­

ming convention is used in this section. It follows that we have on the component 

level 

= v f  R  (3.78) 

The solutions are given by 

wi{ t )  =  ^  v 'J 's inLJj^{ t  — T)dT 
% 

+e~^i'^i^{AisinLlj^t + B^cosdjjt (3.79) 

where -^f. 

It is further noted that the damping matrix D was derived using the damping 

coefficient rj or H. But since the modal damping can be measured much more conve­

niently, it is useful to construct D using the modal damping assumption. A general 

form that satisfies Eq. (3.77) is as follows 

D = M'^aj^{M-'^K)^ (3.80) 
k 

which reduces to the special case of Rayleigh damping if only two terms are chosen. 

In summary, the preliminary work for modal analysis is the determination of 

the eigenvalues and eigenvectors. If the size of the matrices is large, it could take 

enormous computer time. But the effectiveness of the method is that in some prob­

lems it will result in sufficient accuracy by considering only a number of the lowest 

modes. Then only this number of eigenvalue-eigenvector pairs need to be determined 

and the same number of equations need to be solved. The choice of the number of 

modes depends on the specific problem such as the spatial distribution and frequency 

content. 
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Direct Integration Methods 

Direct integration means that Eq. (3.60) is directly integrated through a nu­

merical step-by-step procedure without transforming the equations to other forms. 

Suppose the solutions over the time range from f = fQ = Otof = r are to be sought. 

Then this region is divided into a certain number (N) of subintervals. Though the in­

tegration methods which follow work equally well for nonuniform intervals, we assume 

that the intervals are uniform and equal to At. The algorithms are to determine the 

solutions at At, 2At, • • •, t—At, t, t+At, • • •, NAt. The solutions at t+At = (i-t-l)At 

are based on those obtained for previous steps up to < = iAt. 

The Newmark method 

To derive the algorithm in the Newmark method, we start with the Taylor series 

expansion of the displacement and its time derivative keeping terms up to the third-

order derivative 

where the third time derivative has been replaced with the difference of the second 

time derivatives under the assumption of linear acceleration. The Newmark integra­

tion scheme extends the above equations by changing the numerical coefficients 1/6 

in Eq. (3.81) and 1/2 in Eq. (3.82), to somewhat arbitrary parameters /5 and 7, 

respectively 

Ut+At = Ut + UtAt + ̂ UtAt^ + ^{Ut^^t-Ut)At^ 

Ui+At = Ut + UtAt + ̂ {U^^^t-U,)At 

(3.81) 

(3.82) 

(3.83) 

(3.84) 
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where yS and 7 are chosen from experience. From Eq. (3.83) we have 

- Vt) - ̂ C/i + Ut 

Substituting Eq. (3.85) into (3.84) yields 

(3.85) 

%Ai = ^(Ci+A( - Ut) + (1 - 1) if, + (1 - UtAt (3.86) 

At t + Ai the system equations have the following form 

Substituting Eqs. (3.85) and (3.86) into Eq. (3.87), we obtain 

(3.87) 

I 

/3Ai 
M + (-1) X> Ui + 

k 
11 M - (1 - ̂  1 Z?At £>i (3.88) 

It is seen that the Newmaik integration scheme is a single step implicit method. 

No starting procedure is needed for the time stepping. It can be shown that this 

method is unconditionally stable for suitably chosen ^ and 7 This means that a 

larger time step can be used if desired. Appearance of the term involving K on 

the left side of Eq. (3.88) requires the computationally intensive matrix inversion 

procedure. Additional implicit integration schemes include the Houbolt method and 

the Wilson-0 method. They are three-step and one-step methods, respectively, and 

unconditionally stable with 6 suitably chosen for the latter. 

The central difference method 

We adopt the following central difference approximations for the derivatives of 

displacements 

1 
(3.89) 
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~ + £/•<_ At) (3.90) 

which are derived from the Taylor series and the truncation error is in the order of 

Substituting Eqs. (3.89) and (3.90) into (3.60), we obtain 

{-h" + m") (3.91) 

It is observed that the solutions at i + Af are determined on the basis of those at 

t and t — At. So this is a two step explicit integration scheme. Therefore a starting 

procedure is needed. In other words, the initial conditions at —At are needed in 

addition to those given at t = 0 to evaluate the displacements at At. They can be 

obtained from the Taylor series expansion 

At^ •• 
U-At = f^O - + —Uo (3.92) 

where UQ can be evaluated from the system equations Eq. (3.60) at t=0. 

As an alternative approach, we still use the central difference approximation 

for the second derivative but the backward difference approximation for the first 

derivative, i.e., 

Ut = - Pi-A() (3-93) 

which leads to 

(3-94} 

where only the positive definite mass matrix appears on the right hand side. This 

means that a mass lumping technique can be used to simplify the solution. By the 

following approximation 

otMij if i = j 
(3.95) 

if i ^ j 
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where a = Y!,i 12j to keep to the total mass unchanged, we have from 

Eq. (3.94) that 

£'(+Ai = + + 

+2Ft + - F(_At (3.96) 

Therefore this is a two-step explicit method. With given initial conditions at i = ig 

for the displacements and their first time derivatives, the initial values for the dis­

placements at —At are determined form Eq. (3.92). The method is computationally 

efficient since no matrix inversion is needed. Also the assembly of elemental matrices 

is not necessary, that is , all the computations can be performed on the element level. 

However, as is shown in the following section, this method is conditionally stable 

which means that the integration time step is restricted for numerical stability. 

As a numerical example, Fig. 3.1 shows the wave profile (Z-displacement) in an 

axisymmetric aluminum block based on the bilinear (four node quadrilateral) and 

quadratic (eight-node quadrilateral) element respectively. The excitation point force 

has a center frequency of 1 MHz. The modeled area 4x4 cm^ is discretized into 

200 X 200 elements. The total number of nodes is 40401 for the linear elements and 

is 120801 for the quadratic elements. The execution time is significajitly longer for 

the latter because of the smaller time step required for numerical stability. Even so, 

there is not significant difference in the results. While quadratic elements should be 

advantageous for curved boundaries, the same order of accuracy can be achieved in 

wave propagation problems by using linear elements of little smaller size. The major 

results from now on are based on four-node quadrilateral elements with axisymmetric 

geometries. 
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(b) 

Figure 3.1: Wave profiles at < = 7/is based on (a) bilinear elements (b) quadratic 
elements. 
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Stability analysis 

It can be shown that the single-step Newmark algorithm in Eq. (3.88) is equiv­

alent to the following two-step scheme 

{M + jAtD + /3At^K)Ui^^i (3.97) 

+{-2M -1- (1 - 2-f)AtD -F (1/2 -2/3 + 'y)At^K)Ut (3.98) 

+{M - (1 - 7)Z) + (1/2 -13- ̂ )At^K)Ut_^t + Rt=0 (3.99) 

where 

— l^^+At + (1/2 — 2/3 + j)Rt + (1/2 + ̂ - (3.100) 

Because of the fact that positive damping is beneficial to the stability, we assume 

that Z) = 0 and it follows that 

(M + + (-2M + (1/2 - 2/3 + 'i)dd'^K)Ut (3.101) 

+(M + (1/2 - + «( = 0 (3.102) 

Using the transformation definitions defined in the modal analysis section, the above 

equation reduces to the following decoupled equations 

i'^i)t+At - (2 - + (1 + ̂ ){'^i)t+At = 0 (3-103) 

where ^ = (^ -f- 7)cr/(l -|- ^'y), ̂  = (^ — 7)cr/(l + /37), a = (c<;^Ai)2, and = 0 due 

to the fact that the stability problem is for arbitrary initial conditions. By assuming 

that (u'iOf+At ~ ~ H''^i)t~At obtain the following characteristic 

equation about A 

A2 - (2-.^)A +1-1-^ = 0 (3.104) 
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Stability requires that 

I Ai I < 1 (3.105) 

In order for the solutions to be stable for any At, it can be shown by solving Eq. 

(3.104) that the following conditions must to true 

7 > ^ ,  / 5 > i ( i  +  7 ) 2  ( 3 . 1 0 6 )  

which are the unconditional stability conditions for the Newmark integration scheme. 

If these conditions are not satisfied, conditional stability exists for At < Atcr where 

Atcr = , ^ (3.107) 
i^maxyil l^ + 7) — 4^ 

in which Umax is the highest natural frequency in the system. 

For the central difference method, which is a special case of the Newmark method 

with /? = 0 and 7 = 1/2, only conditional stability can be achieved. From Eq. (3.107) 

2 
Atcr — (3.108) 

Umax 

For the bilinear quadrilateral elements or hexahedral elements, the maximum natural 

frequency is [49,50] 

^max S: (3.109) 

and the corresponding stability condition is 

where Vi is the longitudinal wave velocity and g is & geometric parameter. For the 

four-node quadrilateral element, g is in the following form 

4 2 4 „ 

A? T ^ 2=11=1 
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where 

IBil] = J 
1 (2/2-^4) (2/3 -fl) (2/4-^2) (2/1-2/3) 
2 

(H - ̂2) (®1 - ®3) (®2 - ®4) (®3 - ®l) 
(3.112) 

where (xj, y j )  axe the coordinates of node I  and A  is the element area. For a 

rectangular element with sides hi and ^2, the above relation reduces to 

The two methods give similax accuracy for the same time step. It is shown from 

experience that the accuracy can be improved by using a consistent mass matrix with 

the implicit scheme while using a lumped diagonal mass matrix with the explicit 

scheme. For the central difference method, it cein be shown that the lumped matrix 

not only simplifies the solution process but also enlarges the critical time step. As far 

as the spatial discretization is concerned, numerical study shows that eight or more 

nodes per shortest wavelength is necessary to predict the correct waveforms. It is a 

common practice that the time step should be as close as possible to the critical time 

step. 

Mixed methods, notably the partitioning methods and the operator splitting 

methods, combine the positive features of the implicit and the explicit methods, i.e., 

keep the stability of the implicit schemes and achieve the computational efficiency of 

the explicit schemes. The partitioning methods treat different regions with different 

schemes. This is attractive to problems consisting of multi parts with distinguishing 

characteristics but requiring simultaneous solutions. An alternative approach is the 

operator splitting methods in which the effective stiffness matrix is split to avoid the 

solution of the whole system of equations. 

(3.113) 
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Absorbing Boundary Conditions 

In realistic NDE applications there are always materials which are so large that a 

full finite element solution is beyond the availability of the computer resources. Arti­

ficial boundaries are then naturally introduced for the numerical implementation and 

this necessarily creates reflections that do not exist in reality. The so called absorbing 

boundary conditions aie used to eliminate or minimize the undesired reflections. A 

detailed review of various absorbing boundary conditions for wave propagation prob­

lems is given by Kausel et al. [51]. For time-dependent problems, a scheme based on 

the paraxial approximation is developed by Clayton and Engquist [52]. Here the vis­

cous boundary conditions based on Lysmer et al. [53] and the non-reflective boundary 

conditions based on Smith [54] are adopted for the finite element formulation of NDE 

problems. 

Viscous boundaries 

The viscous boundary conditions for 2D or axisymmetric geometries are 

where un-, and iif are the normal and tangential particle velocities on the surface; tn, 

and are the normal and tangential surface tractions; V^r, are the longitudinal 

and shear wave velocities; p is the material density; and a,b are constants to be 

determined. For a plane L wave with incident angle 6, letting the reflection coefficients 

for both the reflected L wave and mode converted SV wave be zeros yields 

tn = apViun, H = bpVsUf (3.114) 

1 — 25^ sin^ 0 sin 26 , b = —: 
cos 0 ' sin z/ 

(3.115) 
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where u is the reflected angle of the mode converted SV wave and S = Vs/Vi- For an 

incident SV-wave with incident angle v not greater than the critical angle, a similar 

procedure yields 
sin 2v . cos 2v 

a = 6= (3.116 
sm0 cosv 

where 6 is the reflected angle of the mode-converted L-wave. 

It can be seen that a and b are independent of frequency and this implies that the 

corresponding boundary conditions can be implemented in the time domain. However 

the constants do depend on the angle of incidence which is generally not available. 

So approximate values for a and b have to be adopted. One such approximation is 

the standard viscous boundary which assumes unity value for both a and 6. This 

condition does not result in a perfect absorber unless 5 = 1/2 and the incident wave 

is normal to the surface. Another approximation is based on a unified boundary 

condition [55] which assumes 

a = J-(5 + 25 - 25^), 6=^(3 + 25) (3.117) 
lOTT lOTT 

It can be shown that the constant coefficients are dependent on frequency for 

surface waves, so there is no perfect surface wave absorber based on the viscous 

boundary conditions. Numerical study indicates that the unified boundary condition 

is a better surface wave absorber than the standard boundary condition. Both con­

ditions yield better absorbing for L waves than for Shear and surface waves. For a 

3-D geometry there is one more constant coefficient corresponding to the additional 

shear stress component. 
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Non-reflecting boundaries 

Consider a plane L wave incident on a boundary perpendicular to the y axis. It 

can be shown that the unwanted reflections are completely canceled by the addition 

of the finite element solutions corresponding to the following two sets of boundary 

conditions 

B V P l :  « y = 0 ,  ^  =  0  ( 3 . 1 1 8 a )  

B V P 2 :  u x = 0 ,  = 0 (3.118b) 
ay 

which is also valid for incident shear and surface waves. In general, for a corner with 

n adjoining boundaries, 2" solutions are needed to cancel all the reflections. For 

instance, four and eight solutions are needed for a 2D and 3D corner, respectively. 

For a 2D corner of adjoining boundaries 1 (parallel to the y axis) and 2 (perpendicular 

to the y axis), the required four sets of boundary conditions axe 

B V P l :  4  =  0 ,  ^  =  0 ,  u ^  =  0 ,  ^  =  0  ( 3 . 1 1 9 a )  

B V P 2 :  u j = 0 ,  ^  =  « |  =  0 ,  ^  =  0  ( 3 . 1 1 9 b )  

1 2 
B VP3: 4 = 0, ^ = 0, u2 = 0, ^ = 0 (3.119c) 

1 dulj 0 du^i 
B V P 4 :  u l = 0 ,  - ^  =  0 ,  u l  =  Q ,  " ^  =  0  ( 3 . 1 2 0 )  

where the superscripts 1 and 2 distinguish the two non-reflection boundaries. 

Numerical study shows perfect absorbing except for the high-order reflections 

which are significantly time-delayed and hardly affect the final solution. Compar­

isons of the viscous and non-reflection boundary conditions indicate the former is 

computationally efficient but does not absorb surface waves effectively whereas the 



www.manaraa.com

55 

latter is just the opposite. In addition, a unique property of the latter approach is 

that it can also handle anisotropic media. A combination of the two types of bound­

ary conditions can also be implemented. In this approach, the viscous boundary 

conditions are used for absorbing bulk waves and the non-reflection boundary is usu­

ally adopted only for the surface wave reflection boundary to minimize the number 

of necessary solutions. 
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CHAPTER 4. TRANSIENT FIELDS OF PULSED TRANSDUCERS 

IN SOLIDS 

In ultrasonic NDE, an incident wave is generated by the transducer and interacts 

with the media involved in the test and any material defects. In order to interpret 

correctly the measurement signals which result from reflections or scattering, it is 

important to understand the radiated fields of the transducer in the media. A large 

amount of work done on scattering assumes a uniform plane incident wave. For 

realistic NDE applications, however, experimental wave signals must be interpreted 

on the basis of more complete models for the radiated fields. Both fluid and solid 

media are involved in ultrasonic NDE. The acoustic radiation in a fluid medium was 

originally formulated as the Rayleigh integral [56]. Solutions to the Rayleigh integral 

for ultrasonic radiation problems axe reviewed by Harris [57] and Hutchins et al. [58]. 

Seki et al. [59] have calculated the pressure and phase profiles for the monochromatic 

radiation into an isotropic medium from a circular piston source. The extension to 

the case of anisotropic media with 2D and circular piston sources was performed 

by Papadakis [60,61]. Zemanek [62] has presented detailed beam profiles for the 

nearfield of a piston. The fields of broadband transducers are even more important 

because of their dominant applications in ultrasonic NDE. Papadakis and Fowler [63] 

have computed the pressure and phase profiles for the broadband transducer using 
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the approach of weighted superposition of single frequency sources. The impulse 

response approach to the radiation of a planar piston was developed by Stephanishen 

[64]. The nearfields of a pulsed piston radiator were calculated by Beaver [65] in the 

time domain on the basis of different excitation waveforms and rings of maximum and 

minimum pressure were observed in planes close to the piston surface. Mansour [66] 

reports the C-scan/ball target technique for transducer characterization in the space 

domain and also observes the rings in the nearfield pattern. Additional methods for 

various plots in the space domain have been reviewed by Papadakis [67]. Similar to 

Zemanek's work on continuous wave (CW) excitation [62], Weyns [68] has reported 

detailed beam behavior for planar as well as curved radiators with pulsed excitation. 

All the above work has been based on a fluid model of the medium, i.e., only 

longitudinal velocities were assumed. The radiation and propagation of elastic waves 

in solids are more complicated in that the governing equation for a solid is not a 

simple wave equation as in the liquid case where only one single variable, i.e., the 

pressure, can describe the whole problem. Rose and Meyer [25] have presented a the­

oretical model for evaluating transducer-generated longitudinal waves in solids and 

compared it with finite difference results. Based on the Cagniard-de Hoop method 

[22], Aulenbacher and Langenberg [69] have obtained the impulse response and the 

directivity pattern of a point or line source radiating into a solid half-space. The 

radiation of a ribbon source has been evaluated by suitable numerical integration. 

Chang and Sachse [70] have also obtained the fields of extended sources by the nu­

merical integration of point sources. A similar approach has also been adopted by 

Zhang et al. [71] for the radiated fields of a circular transducer. Kawashima [72] has 

evaluated the motion of an elastic half-space due to a uniform normal surface traction 
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by determining the single frequency transient waveform through direct numerical in­

tegration and then using superposition of harmonics. Weight [73] has presented a 

model for the axisymmetric trajisducer by extending the impulse response approach 

used extensively for fluids. The model shows the plane and edge waves in the solid 

and is in agreement with Kawashima's prediction. The shear edge wave has been 

considered to originate from the partial mode conversion from the longitudinal edge 

wave. Bresse and Hutchins [74] have solved the governing equations using a double 

Laplace-Hankel transform approach and obtain the impulse response of the source. 

The axial and radial components of the displacements generated by an axisymmetric 

normal force source have been formulated. The approach has been claimed to be 

superior to the superposition of point sources in terms of computational efficiency. 

Schmerr and Sedov [75] have presented a dynamic model for compressional and shear 

wave transducers. Analytical expressions for the displacement and stress fields are ob­

tained based on the extension form fluid models. Finite difference modeling of pulsed 

radiation in solids has been performed by Harumi et al. [76] for a ribbon source and 

by Ilan and Weight [77] for an axisymmetric source. Fellinger and Leingenberg [78] 

have adopted the so-called elastodynamic finite integration technique (EFIT), which 

is based on an approach originally developed for solving electromagnetic problems, 

to predict the wave fields of a two dimensional source. 

In this chapter, a numerical model is developed for the transient field of a pulsed 

transducer in a solid medium with or without flaws. The problem involves solving 

the governing equations for elastic wave radiation and propagation in solids. Both 

analytical and numerical methods are available for the solution. Analytical methods 

are applicable only to simple geometries and axe more difficult to apply to general 
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problems. The major numerical methods include the finite difference method (FDM), 

the finite element method (FEM) and the boundary element method (BEM), each of 

which has its advantages and drawbacks. A general review of numerical techniques 

for elastic wave propagation and scattering was given by Bond [79]. A majority of 

the work related to the numerical modeling of elastic waves has been done using the 

finite difference method. The modeling of radiation from a planar finite aperture 

has also been carried out using the finite element method [41,80]. This chapter also 

employs the finite element method and wave profiles are presented at different time 

moments along with A-scan plots at arbitrary spatial points. Both near and far field 

regions are covered. Axial fields using FEM with cosine excitation are compared 

with those of analytical solutions with continuous wave excitation. The scattering of 

simple smooth obstacles has been studied by different techniques [81-84]. However, a 

majority of the published results are based on incident plane waves, either continuous 

or pulsed. As part of this paper, the scattered transducer wave fields from spherical 

voids are also presented. 

Numerical Modeling 

Model assumptions 

Fig. 4.1 shows the axisymmetric geometry for the pulsed transducer coupled 

with an isotropic solid medium to be modeled numerically. Aluminum is chosen 

as the medium ( V^=6300 m/s, Vs=3100 m/s, /9=2700 kg/m^). The piezoelectric 

transducer is modeled as a vibrating piston which generates a traction pulse. The 

pulse is applied normally and uniformly over the sohd surface in contact with the 

transducer. The finite element method is used to predict the wave pattern with or 



www.manaraa.com

60 

4 cm 
/^Z 

I, Stiess£cee 

Axis of m 
symmetry 

1\ 

2 cm 
Socss free 
boundary 

A_ 

Absorbing 
boundary 

R 

2;<z 

Figure 4.1: Axisymmetric geometry for modeling the pulsed transducer with or 
without defects in the solid. 
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without the spherical void. The displacement vector is the primary variable to be 

displayed. Axisymmetry assumes that the displacement along the rotation direction 

vanishes and therefore the degree of freedom per node is reduced to two representing 

the vertical (axial or Z) and horizontal (radial or R) displacements. Results are 

displayed for both components. 

Form of the forcing function 

The adopted driving signal is a traction force which is uniform within the trans­

ducer surface and normally appUed to the solid surface. It is in the form of a raised 

cosine function of time, 

in which /o = 5 x 10® Hz. 

The integer n controls the pulse length and therefore the bandwidth. In this 

paper, excitation pulses 1, 2 and 3 correspond to n=3, 5, and 7 respectively, which is 

in the order of decreasing bandwidth, as shown in Fig. 4.2. Unless specified otherwise, 

the results are based on excitation pulse 1. For the finite element implementation, 

the uniform surface force is lumped into concentrated surface nodal forces. Using 

linear interpolation within each element, the nodal values (falling in the transducer 

COSUiot (4.1) 

where u{t) is the unit step function and 

ujo = 2irfo (4.2) 
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Figure 4.2: Excitation pulses of different bandwidth. 
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surface) are of the following form, 

1 i = l 

^(0 = j 6 ( i  -  1 )  l < i < N  

3 i - i  i  =  N  

(4.3) 

where i=l and N correspond to r=0 and a, respectively, and a has been assumed to 

be an integer multiple of the element size. On the stress-free boundaries, both the 

normal and tangential stresses are assumed to be zero. 

Artificial boundary conditions 

On the axis of symmetry , the radial displacement and the radial derivatives of 

the axial displacement should vanish due to the nature of axisymmetry, i.e, 

In the finite element implementation, the first equation in Eq. (4.4) is straight­

forward while the second is achieved by setting the nodal axial displacements on the 

axis and adjacent to the axis to be equal. The viscous boundary conditions described 

in Chapter 3 are adopted for the side boundary parallel to the axis of symmetry. 

For the geometry of Fig. 4.1, simulated longitudinal pulses at z=2 cm on the 

axis are displayed in Fig. 4.3 using excitation pulse 1. Fig. 4.3 indicates the effects 

of the number of nodes (or more naturally, elements) per shear wavelength (NPSW). 

Decent accuracy can be reached using ten elements per shear wavelength. Based on 

this criterion, the half cross-section in Fig. 4.1 without flaws is discretized to three 

hundred by six hundred elements and the execution going through t=8 yus for A<=5 

ns takes about one hour on a DEC alpha station. For the case with spherical flaws. 

(4.4) 
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Figure 4.3: Simulated longitudinal pulses showing variation with different number 
of nodes per shear wavelength. 

the more general quadrilateral elements are more expensive in terms of CPU time 

and memory requirement. 

Farfield of a Point-like Source 

To examine the farfield pattern, a point-like normal source is modeled. Radius 
O 

of the source is 1.33x10 cm , corresponding to ka=0.66. Note that k corresponds 

to the longitudinal wave unless otherwise specified. The wave profile at t= 3 fxs 

is shown in Fig. 4.4. The longitudinal (L), shear (S), head (H) and Rayleigh (R) 

surface wave fronts can be easily identified. Fig. 4.5 displays the longitudinal and 

shear wave field directivities which are computed based on the wave fronts at t=3 and 

6 /is respectively. The plots are in good agreement with the finite difference model of 

Ban and Weight [77]. It is noted that the polar plots have been normalized to unity. 
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(b) 

Figure 4.4: Wave profiles for the point-like source at t=3 //s, (a) Z-displacement, 
(b) R-displacement. 
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Figure 4.5: Faxfield directivity pattern for the point-like source, (a) longitudinal 
wave, (b) shear wave. 
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Fields of a Finite Aperture Transducer 

Based on the first excitation pulse shape, the computed wave profiles are shown 

in Fig. 4.6 for the axial displacement component and in Fig. 4.7 for the radial 

component at consecutive time instants, t=0.5, 1.0, 1.5, 3.0 and 6.0 /is. Five wave 

fronts can be identified, (1) the direct L wave which is a plane wave propagating 

from the transducer surface, (2) the longitudinal edge wave which is tangential to 

the direct wave, (3) the mode-converted shear edge wave, (4) the head wave which 

originates from the intersection point of the edge longitudinal wave front and the 

surface and is tangential to the edge shear wave, and (5) the surface wave which 

extends the shear edge wave and propagates along the surface with slightly lower 

velocity than the shear wave. It is noted that the transducer edge has a circular 

shape and hence the surface wave propagating inwards toward the center increases 

in magnitude because of focusing. On the other hand, the surface wave propagating 

outwards decays in the form of an outward cylindrical wave. The wave profiles for the 

planar transducer are in agreement with existing theories and experiments [71,86]. 

In order to look more closely at the phase relationships of the various wave 

components, another wave profile is generated with the following excitation signal 

g { t )  =  f { t )  (4.5) 

where f { t )  is in the form of Eq. (18) but with n=l. The wave profile is as shown in 

Fig. 4.8. It can be seen that the direct longitudinal wave is in phase with the vertical 

component of the longitudinal edge wave outside the cylinder under the transducer 

but out of phase with that inside the cylinder. However, horizontal components of 

the longitudinal wave have a uniform phase inside and outside the cylinder. It should 
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Figure 4.6: Z-displacement profiles for the pulsed transducer at time instants (a) 
0.5, (b) 1.0, (c) 1.5, (d) 3.0 and (e) 6.0 /xs. 
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Figure 4.7: R-displacement profiles for the pulsed transducer at time instants (a) 
0.5, (b) 1.0, (c) 1 .5, (d) 3.0 and (e) 6.0 /xs. 
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Figure 4.8: Wave profiles for identifying the phase relationship among the wave 
fronts. 
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be also noted that the shear edge wave and the longitudinal edge wave are in phase 

for their vertical components but out of phase for their horizontal components. In 

addition, the head waves are always of opposite phase to that of the associated shear 

edge wave. Finally, the reflected horizontal wave fronts at the axis of symmetry 

change phase due to the corresponding rigid boundary condition. Relevant results 

have also been reported in [77]. 

Fig. 4.9 shows the time dependent vertical displacements along the axis of 

symmetry and on the transducer plane associated with Fig. 4.1. On the axial dis­

placement plot, the major wave front corresponds to the merged longitudinal direct 

and edge waves which deviate form each other near the transducer and a reflection 

occurs at the bottom stress free surface. The secondary wave front represents the 

superimposed shear edge wave along with the head wave which is more obvious close 

to the transducer. It is seen from Fig. 4.9(b) that the uniform wave front along 

the transducer surface corresponds to the direct longitudinal wave and the two wave 

fronts ahead of the direct wave are the longitudinal edge/head waves and converg­

ing surface wave respectively. It has been assumed that the transducer is ultrathin. 

The other two wave fronts represent the outward surface wave and the surface wave 

reflected from the axis of symmetry. For the present time period, no reflected wave 

from the bottom surface has been seen on the transducer surface. 

Fig. 4.10 shows the numerically computed longitudinal displacement on the axis 

with the three different excitation pulses compared with the analytical CW case [85]. 

The plot defines the nearfleld and farfleld regions separated by the critical distance 

corresponding to the peak value which is seen to be in agreement with , where 1 is 

the longitudinal wavelength associated with the center frequency. The near fields 
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Figure 4.10: Magnitudes of longitudinal displacements on the axis of symmetry for 
different excitations. 
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differ significantly but the farfields are almost identical. This is very similar to the 

pressure fields of the transducer in fluid media. There exists stronger variations for 

longer excitation pulses in the near field which indicates the increasing interference 

with longer pulses or narrower bandwidth. Fig. 4.11 shows the vertical displacements 

associated with longitudinal waves at several horizontal planes. The field patterns 

at planes close to the trajisducer show strong variations for different pulses and the 

differences tend to vaaish farther from the transducer. It also can be seen that close to 

the transducer stronger ripples appeal for narrower-bandwidth pulses and the ripples 

show maximum amplitude at the cylindrical surface under the transducer edge and 

diminish toward the axis. This confirms the ring effect reported in the literature 

[65,66]. It is then obvious that the axial resolution associated with the near field can 

be improved by decreasing the pulse length. 

Transducer Field Interaction with a Flaw 

This section presents the scattered displacement fields by a spherical void in the 

solid subject to the incident wave from the transducer. Based on the diagram in 

Fig. 4.1, a spherical void is assumed at the location of z=2 cm on the axis with 

radius a=0.2 cm, corresponding to ka=10. Wave profiles at t=4.0, 5.5 and 8 pLs are 

shown in Fig. 4.12 for the vertical displacements and in Fig. 4.13 for the horizontal 

displacements. At t=4 /xs, the incident L wave has just past through and creeped to 

the shadow side of the void and continuously scattered L wave and mode-converted 

S wave are clearly displayed. At t=5.5 /xs, the propagating longitudinal creeping 

wave front is seen between the scattered L and S waves and a less obvious shear 

creeping wave also exists along with the scattered S wave. At t=8 /is, the incident 
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Figure 4.11: Magnitudes of longitudinal Z-displacements on planes parallel to the 
pulsed transducer, with excitation pulse 1 (solid line), excitation pulse 
2 (dashed line), and excitation pulse 3 (dotted line). 
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Figure 4.12: Z-displacement profiles for the medium with spherical void ka=10, (a) 
t=4 /is, (b) t=5.5 fis, and (c) t=8 fj,s. 
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Figure 4.12 (Continued) 
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Figure 4.13: R-displacement profiles for the medium with spherical void ka=10, (a) 
t=4 /zs, (b) t=5.5 fis, and (c) t=8 /is. 
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Figure 4.13 (Continued) 
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L wave and forward diffracted L wave have reflected from the back surface where 

mode-converted S waves are also generated. At the same time, the backscattered L 

wave has reached the front surface where both reflection and mode conversion also 

occur. In addition, the shear edge wave from the transducer has reached the void 

and creeped to the shadow side. A mode-converted L wave and a scattered S wave 

are generated from the incident S wave. It is seen from the wave profiles that the 

scattered L wave generated from the incident L wave has maximum amplitudes on 

the axis and minima around ninety degrees from the axis. On the other hand, the 

scattered S wave has minima on the axis and maxima around the ninety degrees from 

the axis. 

As in the case without flaws, the A-scan plots for the points along the axis of 

symmetry and on the transducer plane are shown in Fig. 4.14(a) and (b) respec­

tively. Fig. 4.14(a) is similar to that for the unflawed case of Fig. 4.9(a) except 

for the diffracted longitudinal and shear waves and a backscattered L wave. The 

backscattered wave also appears in Fig. 4.14(b) in contrast to Fig. 4.9(b). In ad­

dition, spheres at the same location but with ka= 5 and 20 are also modeled. The 

major differences lie in the forward diffracted and backward scattered waves as shown 

in Fig. 4.15. Fig. 4.15 (a) shows the backscattered L wave observed on the axis at 

the transducer plane. It is seen that the magnitude increases with the void size in 

a linear relationship in the specified range of ka values. Fig. 4.15(b) shows the lon­

gitudinal wave observed on the axis at the back surface. As expected from theories, 

the incident wave is less disturbed by smaller voids. From the conservation of energy 

point of view. Fig. 4.14(a) and (b) are consistent in that the total energy always 

keeps the same. For a incident longitudinal place wave excited with pulse 3, the scat-
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tering patterns from sphericaJ voids are shown in Fig. 4.16. The forward scattered 

longitudinal directivity drops with the decreeise of the void size. 

Additional Numerical Examples 

Finite aperture transducer fields scattered from a penny shaped crack 

The waves from a finite aperture transducer propagating in a aluminum plate 

containing a flat penny-shaped crack are shown in Figs. 4.17 and 4.18. The excitation 

signal is in the form of Eq. (4.1) with n=3 and /o = 1 MHz. The thickness of the plate 

is 12 cm and the transducer with a diameter of 4 cm is centered on the front surface. 

The crack, which is 0.8 cm in radius and a few percent of a longitudinal wavelength 

is parallel to the plate surface and 7 cm from the transducer surface. A viscous 

boundary condition is applied to the boundary at r=8 cm. The modeled area is also 

discretized into quadrilateral elements. Fig. 4.17(a) (t=12 microseconds) indicates 

the wave front approaching the crack. In Fig. 4.17(b) (t=18 microseconds), the 

direct longitudinal wave has been scattered by the crack. The scattered longitudinal 

and shear waves are obvious. In Fig. 4.17(c) (t=28 microseconds), the forward 

longitudinal wave has been reflected from the back surface and reaches the crack 

again. On the other end, the back scattered longitudinal wave is reflected from the 

front surface. The reflection of a longitudinal wave from a traction-free surface is 

accompanied by a mode converted shear wave. 

Fig. 4.18 shows the simulated A-scan signals on the front surface, (a) r=0 and 

(b) r= 3 cm. The plots consist of A-scans for the plate associated with Fig. 4.17 

with and without crack. The pulses can be easily recognized by examining Fig. 4.17. 

Based on the time of flight of backscattered signals, the thickness of the plate as well 
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Figure 4.16: Fajfield plane wave scattering pattern from a spherical void of radius 
(a) r=0.2 cm and (b) r=0.1 cm. The solid and dashed lines stand for 
the scattered L and S waves. 
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Figure 4.17: Wave profiles for a plane L wave scattering from a disk shaped crack, 
(a) t=12, (b) t=18 and (c) t=2S ixs. 
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Figure 4.18: Simulated A-scan signals on the front surface, (a) r=0 and (b) r= 3 
cm. 
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as the location of the crack caja be determined. For instance, it can be seen from Fig. 

4.18(a) that the round trip time for the longitudinal wave is 38.1 microseconds to and 

from the back surface and 22.2 microseconds to and from the crack. The thickness of 

the plate and the location of the crack are indeed confirmed by the products of these 

time intervals and the longitudinal velocity divided by two. 

Plane waves scattering from crack in 2D geometry 

The cross-sectional area of the 2D geometry is 6 cm by 6 cm, which is discretized 

into triangular elements. An incident longitudinal wave is assumed propagating in 

the X direction while the plane wave front is parallel to the y direction. The driving 

signal has the form of Eq. 4.5 with n=3 and /o = 1 MHz. Figs. 4.19 to 4.21 show the 

displacement wave profiles at t= 9 microseconds after the incident wave is launched. 

They correspond to the scattering of plane waves by various cracks with their tips at 

the center of the geometry. The crack is a few percent of the wavelength in thickness 

and a traction free condition is assumed on both its sides. In Figs. 4.19 to 4.21 the 

cracks are in the y direction (parallel to the incident wave front), x direction (normal 

to the incident wave front) and x=y direction (45 degrees with the incident wave 

front), respectively. In each figure, (a) and (b) represent the x and y displacements 

respectively. In each case, there are scattered longitudinal, shear and head waves. 

The magnitudes and phase relationships for the scattered waves can also be seen 

in each plot. Though only longitudinal incident waves axe considered here, shear 

incident waves yield qualitatively similar scattering patterns. 

As a summary, a finite element model is developed for the transient radiation 

of pulsed transducers in solids. The model is capable of predicting every wave phe-



www.manaraa.com

Figure 4.19: Scattering of a plane wave from a horizontal crack. 



www.manaraa.com

Figure 4.20: Scattering of a plane wave from a oblique crack. 
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Figure 4.21: Scattering of a plane wave from a vertical crack. 
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nomenon in ultrasonic NDE including radiation, transmission, reflection, diffraction 

and scattering, and mode conversion. It is a valuable tool for transducer analysis and 

design. The results presented demonstrate the versatility of the finite element method 

for solving problems of arbitrary geometry. With a modification to the constitutive 

matrix the model can be readily used for general anisotropic media. Alternative 

forms of excitation forces can also be readily implemented if desired. 
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CHAPTER 5. TREATMENT FOR ACOUSTIC MEDIA AND 

FLUID/SOLID INTERFACES 

A general ultrasonic NDE system includes not only elastic media but also acous­

tic media, as well as fluid/solid interfaces. An accurate model for the system must 

take account of the fluid/solid interface. When dealing with problems containing 

such an interface, the governing equations for both the solid and fluid media have to 

be solved simultaneously with the interfacing boundary conditions properly satisfied. 

Analytical solutions work only for simple cases but find difiiculty in dealing 

with general wave phenomena at a solid/fluid interface (especially curved interfaces). 

Therefore, numerical solutions have to be adopted. Among the various numerical 

approaches, one may be more advantageous over another depending on the specific 

problem. Based on the finite element approach, the deformation field of the solid 

medium is most conveniently represented by the displacement vector while the field 

for the fluid medium can be either represented by the displacement vector or the scalar 

pressure. A displacement formulation for the fluid through mock fluid elements yields 

symmetric and banded coefficient matrices but requires a larger number of variables 

due to the greater degree of freedom (2 for two-dimensional and axisymmetric prob­

lems and 3 for three-dimensional problems). The scalar pressure formulation yields 

unsymmetric coefficient matrices but involves a smaller number of variables which 
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would save considerable computer resources. For detailed information, see references 

[87-90]. 

The governing equations from lineax acoustics are presented in the next section, 

followed by the acoustic finite element formulation and implementation. The em­

phasis is on the pressure formulation for the fluid media. The coefficient matrices 

are rendered symmetric by introducing a new potential variable [88]. The final finite 

element equations are solved by the explicit integration approach. Numerical exam­

ples include the prediction of wave profiles in both media and the Rayleigh wave 

interaction with a solid/fluid interface. 

Governing Equations from Linear Acoustics 

This treatment is based on the following lineax acoustic assumptions [33]: (1) the 

fluid density varies only a small amount and the acoustic pressure is small compared 

with the equilibrium pressure; (2) the disturbances are small enough so that the 

convective effect is neglected; (3) the fluid is compressible and inviscous. 

The acoustic pressure and density are related through the following linearized 

equation of state 

P = b(^^] (5.1) 
Po 

where p is the acoustic pressure which is defined as the difference of the total pressure 

and the equilibrium pressure; p and po are the acoustic and equilibrium fluid densities, 

respectively; B is the acoustic modulus and is defined eis 

R- n (5.2) 
Po 

The particle velocity and acoustic density are related by the following continuity 
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equation via the conservation of mass 

V . v = l |  ( 5 . 3 )  

Note that p stands for po from now on. We have from the above equations 

V.v=-i| (5.4) 

By neglecting any body force, the application of Newton's second law and the Gaus­

sian divergence theorem leads to the dynamic Euler equation, 

dv 
Vp = -pj^ (5.5) 

From Eqs. (5.4) and (5.5) we obtain the governing wave equation for pressure 

« HI 

where c = y f B f p  is the acoustic wave velocity. It follows from the equation of state 

that the acoustic density also satisfies the standard wave equation. 

Similarly, the elimination of p from Eq. (5.4) and (5.5) yields the following 

governing wave equation for the particle velocity 

V^v = (5.7) 

Note that the derivation of the above equation (5.7) has utilized Eq. (2.51) and the 

following relation 

V X V = 0 (5.8) 

which is a direct result of Eq. (5.5). By integrating Eq. (5.6) with respect to time, 

it is seen that the particle displacement also satisfies the vector wave equation, i.e., 

V^u = ^li (5.9) 
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The boundary conditions for a fluid region can be specified by either the normal 

p a r t i c l e  v e l o c i t y  o r  p r e s s u r e .  W i t h o u t  l o s i n g  g e n e r a l i t y ,  a s s u m e  t h a t  S  =  S y U  

where Sv^Sp — 0. The conditions can be stated as follows [48]. 

V • n = on Sv (5.10) 

p =  / ,  o n S p  (5.11) 

Specific boundary conditions can be briefly classified as follows. At a free surface, 

the pressure vanishes, i.e., 

p = 0 (5.12) 

At a rigid boundary the normal particle velocity is zero, 

v n = 0  (5.13) 

or 

1 = 0 (5.14) 

At the interface with an elastic solid, both normal pressure (or force) and normal 

velocity (or displacement) axe continuous, and the tangential stress vanishes, 

-p = Tn (5.15) 

= un (5.16) 
pan 

Ts=0 (5.17) 

where r and u stand for the stress and displacement. Note that Eq. (5.16) is derived 

through taking the normal component of the Euler equation. At a radiation boundary, 

which resembles the truncation for a physically infinite medium, we assume that there 



www.manaraa.com

98 

is only outgoing waves (no reflected waves). Based on D'Lambert's solution for the 

wave equation, we have 

1 = -? 
Based on Eq. (5.7), a velocity potential (f> can be introduced such that 

V = (5.19) 

Then from Eq. (5.5) we have 

p = —p^ (5.20) 

Substituting Eqs. (5.20) to Eq. (5.6) yields the wave equation for ^ 

(5.21) 

Substituting Eqs.(5.19-5.20) to (5.10-5.11) yields the following corresponding bound­

ary conditions 

on Sv (5.22) 

— =  o n  S p  (5.23) 

Acoustic Finite Element Formulation 

Direct Galerkin weighted residual approach 

The starting point is the acoustic wave equation for pressure in a compressible 

and inviscous fluid. For each element upon discretization we make the following 

approximation 

p « p = iV^Pe (5.24) 
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where 

Ne = 

Pe = 

N M (5.25) 

(5.26) 

iVi N2 

h ^2 ••• PM 

and M is the number of nodes per element. Substitute the approximated pressure 

expression into the wave equation, we have the following residual term 

ee = Pe - Pe 71 ^ ® 

The Galerkin weighted residual criterion requires that 

jy Ne [v îVe^Pe - Pe] dV = 0 

By using Green's first identity, i.e., 

J^(l,V7p-dS= Jy<l>V^dV + J^V(j>-Vi}dV 

and noting that 

J^^vrds = yv^.nds = Js/^ds 

the first term on the left hand side of Eq. (5.28) can be written as 
r p  

ly NeV^Nj'PedV = - VNe • PedV + J^ 

Then Eq. (5.28) becomes 

Jy^^eNj'PedV + J^VNe-VNTpedV = 

which can be written in a more convenient form as follows 

Nt 
d N j  
dn 

PedS 

(5.27) 

(5.28) 

(5.29) 

(5.30) 

(5.31) 

(5.32) 

M f P e  +  K j P e  =  f (5.33) 
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where the subscript / means fluid in distinction with solid, and 

Mj = j ^NCNJ dV (5.34a) 
V c ^  

Kj = VNe • vivj dV (5.34b) 

1 

By assembling the elementary matrices, i.e., 

Mf = Y,Mj, Kf = -£Kf, Ff = '£Ff (5.35) 
& 6 6 

we obtain the global linear system of equations 

JWyP + Kj;P = Fj (5.36) 

For a fluid medium with viscous damping, the above equation can be extended by 

including a damping coefficient matrix Dy, 

M f P  +  D f P  +  K f P  =  F f  (5.37) 

Pressure analog approach 

By the pressure analog approach [87], the finite element model for the displace­

ment field of a solid medium can be slightly modified for simulating the pressure field 

of a fluid medium. As a starting point, let 

fi = p(P' A = —pc^ (5.38) 

Eq. (2.50) reduces to the displacement wave equation Eq. (5.9) which in three 

dimensional Cartesian coordinates, can be expressed in terms of its components, 

(5-39) 
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where i = x,y,z. By further assuming that any two components, say ux and U y ,  

vanish, 

U x  = U y  = 0  (5.40) 

the remaining equation for tig is the same as the acoustic wave equation for pressure 

and therefore can be used as a dummy variable for the pressure denoted as UP. In 

this approach, the forcing function and related boundary conditions need to be de­

termined explicitly. The forcing forcing function under the pressure analog approach 

is associated with the z stress component Tz. That is, at a specific surface node a 

Ff = j NTzdS = ATz (5.41) 
a 

where N is the shape function and A is the axea associated with the node. It follows 

from Eq. (2.24) that 

Tz = = Txz^x + Tyztiy + Tzz'^z (5.42) 

at a position with normal n = {nx,ny,nz) pointing outward from the fluid surface. 

Based on Eqs. (2.33), (2.34), (2.46) and (2.48) with the incorporation of conditions 

Eq. (5.38), we have 

Txz = T^ = pc^S^ (5.43a) 

Tyz = T/^ = pc^S4^ (5.43b) 

Tzz = r3 = /,c2(53-52-5i) (5.43c) 

Based on Eq. (2.15) we have 

c ,  dux „  duy duz . .  V  
51 = :^. 53 = -^ (5,44a) 

^ duz , Quy ^ duz , dux 
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Incorporating conditions Eq. (5.40) and replacing uz with UP gives 

dUP dUP dUP 
Si =52=0. 53 = V' = 

Substituting Eq. (5.45) to (5.43) and (5.43) to (5.42) yields 

2 (dUP dUP dUP \  2dUP , , 

For an external or interfacing velocity V = U, where U is the displacement 

vector, the continuity in the normal particle acceleration indicates that 

V • n = V • n (5.47) 

where n is defined as before. Using the Euler equation, we have 

dp 
pV-11 =-Wp'n =(5.48) 

o n  

Substituting the above relation into Eq. (5.46) by noting that p =  U P  gives 

Tz = -{pcfy • n (5.49) 

Now by defining n as the unit normal pointing towards the fluid from the interface 

which is the opposite to the former definition, we obtain 

T z  = { p c f v  • n = {pcfVn = {pc)^n (5.50) 

It is seen that the z  component of the surface traction becomes the product of the 

fluid bulk modulus and the normal derivative of pressure, and is further proportional 

to the time derivative of the normal surface velocity. The corresponding force term 

is 

Fj = A{pcfVn = A{pcfUn (5.51) 
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For a rigid boundary, Eq. (5.51) indicates that 

F^^ = 0 (5.52) 

For a free boundary, the zero pressure implies that 

UP = 0 (5.53) 

An absorbing boundary condition for the radiation problem is as follows. 

= Apc(-cose)UP (5.54) 

where 9 is the incident angle. Then the system of finite element equations assume 

the following form, 

where Fj: = F'^, and the damping term corresponds to the absorbing boundary force. 

A 2D problem results from a 3D problem when one dimension, say the y direction, 

is infinite. Under this condition, the above results are still valid with the notation 

that the y component of each quantity vanishes. 

For cixisymmetric conditions, Eq. (5.39) is expressed as 

M f U P  +  K f U P  =  F ^  +  F ^  (5.55) 

or 

MfijP + DfUP + KfUP = Ff (5.56) 

(5.57a) 

c 
(5.57b) 

With a further constraint that 

ur = 0 (5.58) 
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Eq. (5.57) reduces to the standard acoustic wave equation for pressure and uz be­

comes the dummy variable for pressure fields denoted as UP. The forcing function 

under the aocisymmetric condition can be determined in a similar manner as for the 

case in 3D Cartesian coordinates. The z stress component is 

Tz = Trz^r + Tzz^z (5.59) 

at a position with normal n = {nr,nz) pointing outward from the fluid surface. 

Based on Eqs. (3.51) and (3.52) with incorporation of conditions Eq. (5.38), we have 

Trz — ^P<^Srz (5.60a) 

Tzz — p(?{—Srr + Szz — SQQ) (5.60b) 

Based on Eqs. (3.54) and (3.55) with incorporation of conditions Eq. (5.58), we have 

•^^^ = 2^' = Srr = See = Q (5.61) 

Substituting Eq. (5.61) to (5.60) and (5.60) to (5.59) yields 

Tz = ~ pc^'^u^ • n = Pf^-^ (5.62) 

For an external or interfacing velocity V = U, a similar procedure as for the 3D 

coordinates yields 

Tz = {pc)^V • n = {pcfUn (5.63) 

where n has been defined as the unit normal pointing towards the fluid from the 

interface. The forcing function is in the form of Eq. (5.51). For the rigid, free 

and absorbing boundaries, Eqs. (5.52-5.54) are still applicable. The final system of 

equations take the same form as Eq. (5.55) or (5.56). On the axis of symmetry, the 

radial derivative of should vanish due to the axisymmetric condition. 
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Mock fluid elements 

The mock fluid element is virtually the finite element for elastic solids developed 

in the previous chapters with alteration of material parameters such that the property 

of the solid reduces to that of the fluid. By assuming 

= 0, \ = p<? (5.64) 

Eq. (2.50) reduces to Eq. ( 5.9) with the following constraint 

V X u = 0 (5.65) 

With this approach, the pressure and the displacement are related as follows, 

p = _AV • u (5.66) 

As an alternative approach for converting the solid displacement equation to the 

fluid counterpart, we can assume that 

IX = pc? A = —p(? (5.67) 

The boundary condition at the interface with a solid material requires continuity for 

the normal displacement component and discontinuity for the tangential component. 

The normal approach to achieve this boundary condition is to use a double set of 

nodes across the interface. Every pair of nodes occupies the same physical location on 

the interface but represents the fluid and solid respectively. If only one set of nodes 

is used on the interface, i.e., both the normal and tangential displacement compo­

nents are assumed to be continuous, the resulting solution does not have significant 

variation, as reported by Kalinowski [89]. 
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As a simple numerical example, the wave fields of a line source over a fluid region 

of 1.6x0.8 cm are computed. The excitation pulse is a raised cosine function /o=2 

MHz. The discretization size is 20 /zm and the time step is 7.5 ns. Fig. 5.1 shows the 

transient pressure field obtained by the pressure analog method, and Fig. 5.2 displays 

the displacement fields (y and x components) based on the displacement formulation. 

Both the figures .are recorded at t=4.5 us. Shown in Fig. 5.3 are the field patterns 

for the displacement fields, where the inner circle is for the y-displacement and the 

two half-circles are for the x-displacement. The outer half-circle indicates the total 

displacement which is constant over the angle range similar to the pressure field. 

Fluid/Solid Coupling 

This section is based on the pressure analog approach described in the last 

section. At the solid/fluid interface, the force applied to the fluid is —pA while the 

• • 0 ** force exerted on the fluid from the solid is A{pc) Un, the coupled equation is as 

follows 

M 0 
< 

ij 
> + 

D 0 u 

{PC)^AF i 

p 

o
 1 

p k <1 

K A J 
' 

F 
+ < f = O

 

•
 

P J J 
where Fj: = Apc?^. It is seen that the coefficient matrices are unsymmetric and 

cause inconvenience for the solution. This problem, which is the major disadvantage 

of the pressure formulation for the fluid medium, can be removed by replacing the 
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Figure 5.3: Displacement field patterns for a line source. 

pressure by a potential variable through the following procedure. Let 

p=-q 

it follows that 

M 0 

0 Mf 

K 0 u F 
+ 

1 
O

 

I 

< 

q 
\ J ' G 

where 

G = -jlFfdt 

Neglecting viscous damping in both the fluid and solid media, we obtain 

M 0 
i 

U 
> + 

0 -A 
< 
u 

0 Mf 9 {pcy^A^ 0 9 

U 
> + 

9 
k  J  

D -A 

{pcfA^ Df 
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K 0 u F 
+ O

 

•
 

< 

\ J ' G 

In a more compact form, we can write 

MU^ + DU'i + KU^ = (5.73) 

The set of linear equations derived above is solved by the explicit central dif­

ference scheme. The stability condition is such that the the fastest wave should 

propagate less than one spatial element in one time step. 

Numerical Examples of Transient Wave Phenomena at Solid/Fluid 

Interfaces with Axisymmetric Geometries 

The basic axisymmetric geometry shown in Fig. 5.4 is modeled using the finite 

element procedure presented above. The fluid and solid media are taken as water and 

aluminum respectively and their mechanical properties are indicated in the figure. A 

raised cosine function with a center frequency of 5 MHz is used as the driving signal, 

while the source location and structure are varied for a few cases. In each case the 

source is also symmetric about the z-axis. 

As the first case, we assume a point source inside the solid medium 0.2 cm from 

the interface. The driving force of the source is along the axial direction. The wave 

profiles at dilferent time instants are shown in Fig. 5.5. Note from now on that in 

each profile plot the solid side is represented by the z-displacement while the fluid 

side is represented by the potential which is normalized such that the magnitude is 

on the same order as the z-displacement in the solid. Fig. 5.5(a) indicates that the 

reflection and refraction of the longitudinal wave front have occurred at the interface 
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0.3 cm 
Cj=1500m/s 
Df=1000 kg/m^ 

0.7 cm 

Vi=6300m/s 
Vs=3100m/s 
p=2700kg/m^ 

2 cm 

Figure 5.4; Axisymmetric geometry with a fluid/solid interface. 

and the shear wave front from the source has reached the interface. In Fig. 5.5(b) the 

reflection and refraction of the shear wave as well as the reflection of the longitudinal 

wave from the back surface axe shown. Each reflection associated with the solid 

medium is accompanied by a mode conversion. Fig. 5.5(c) records the various wave 

fronts at a later time. As a second case, we consider a point-like source, i.e., a small 

finite aperture, on the front surface of the fluid medium. The aperture diameter is 

2a=0.01 cm, which corresponds to ka=7r/3. The wave profiles at three different time 

instants are shown in Fig. 5.6. It can been seen that after the longitudinal wave 

front reaches the interface, both reflection and refraction occur. Among the refracted 

waves, we can identify the longitudinal, shear, head and interface Rayleigh waves. A 

further point to note is that as the interface Rayleigh wave propagates, it radiates 

(or leaks) waves (at the Rayleigh angle) back to the fluid medium. By examining the 

time dependent signals at points along the interface, the interface Rayleigh velocity 
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(a) 

(b) 

(c) 

Figure 5.5; Wave profiles for a point source inside the solid medium, (a) t~l /xs, (b) 
t=1.5 /^s, and (c)f=2 //s. 
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(C) 

Figure 5.6: Wave profiles for a point-like source on the fluid surface, (a) t=2.75 fis, 
(b) f=3.25 /is, and (c)i=4 f is. 
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is estimated to be Vjj=2940 m/s, which is slightly greater than the corresponding 

Rayleigh wave velocity on a traction free surface. 

As a third case, assume a spherically focused wave from an aperture with diame­

ter of 1.5 cm and focal length of 2 cm. The wave profiles are shown in Fig. 5.7. From 

Fig. 5.7(a) we see the reflected longitudinal wave and the refracted shear wave. At 

that time instant a longitudinal wave has not been refracted into the solid medium. 

This is expected as the maximum angle of incidence is between the critical angles for 

longitudinal and shear waves (^max=20.56, ^^=13.77, ^5=28.94 degs). An interface 

Rayleigh wave does not exist as the incident angle is always smaller than the critical 

Rayleigh angle which is estimated to be ^j:j=30.66 deg. As the incident wave pro­

ceeds as shown in Figs. 5.7(b) and (c), the incident angle becomes smaller and then a 

focused longitudinal wave is transmitted into the solid medium. It is defocused after 

passing the focal point. As a final case, consider a spherically focused wave similar 

to the previous wave except that the focal length is 1 cm. The corresponding wave 

profiles axe shown in Fig. 5.8. An essential difference is that the maximum angle 

of incidence (0max=36.87 deg) is greater than all the three critical angles. As the 

incident wave proceeds, the interface Rayleigh wave, shear wave, longitudinal wave 

and head wave gradually appear. The head wave on the fluid side radiated from the 

interface Rayleigh wave is clearly indicated especially when the interface wave passes 

through the axis of symmetry. 

In summary, the results indicate that an interface Rayleigh wave is generated 

when an incident wave from the fluid medium matches the critical Rayleigh angle, and 

a propagating interface Rayleigh wave radiates waves back into the fluid medium. Al­

though only planar interfaces are considered here, the extension to arbitrarily curved 
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(a) 

(b) 

(c) 

Figure 5.7: Wave profiles for a spherically focused wave from the fluid medium to 
the solid medium, 0max < (a) t=3 fxs, (b) i=3.5 pis, and (c)i=4 fxs. 
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Figure 5.8: Wave profiles for a spherically focused wave from the fluid medium to 
the solid medium, ^max > (a) i=3.5 fis, (b) t=A /zs, and (c)i=o /is. 
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interfaces is trivial for the finite element method with the expense of some extra 

computer resources. 

Simulation of Leaky Rayleigh Waves with 2D Geometries 

The Rayleigh ajid leaky Rayleigh waves have been an effective means for surface 

and subsurface defect detection and characterization. The propagation of Rayleigh 

waves is largely confined at the free surface and decays dramatically from the sur­

face deeper into the bulk medium. At a fluid/soHd interface, the Rayleigh wave is 

known as the leaky Rayleigh wave because of the attenuation of its amplitude during 

propagation as a result of continuous radiation (leaking) back into the fluid medium. 

A theoretical account of the leaky wave phenomenon heis been given by Bertoni and 

Tamir [91]. Comparison of experimental and theoretical results based on a Gaussian 

beam incident at the Rayleigh angle are given by Breazeale et al. [92]. Application of 

the leaky Rayleigh wave for NDE is described by Adler and Scott [93]. Based on the 

ray-optical approach, Parmon and Bertoni [94] have interpreted the acoustic mate­

rial signature (AMS) using the Leaky Rayleigh wave as a coherent wave component. 

Time domain measurements of leaky Rayleigh wave velocity and attenuation have 

been reported by YamanaJsa [95]. 

In this section, the finite element approach is used for modeling the combination 

of a fluid medium and an isotropic solid medium in contact. The leaky Rayleigh 

wave and its scattering from subsurface cracks are predicted. This investigation is 

based on the two-dimensional approximation to model a reasonable size under limited 

computer resources. The validation and comparison of the finite element method with 

analytical and other numerical approaches for acoustic and elastic media have been 
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reported in previous papers [37,39,41]. 

The basic two-dimensional geometries are shown in Fig. 5.9. The fluid and solid 

media are taken as water (c=1500 m/s, /9=1000 kg/m^) and aluminum (V]r=6300 

m/s, V^=3100 m/s, /7=2700 kg/m^) respectively. A raised cosine function with a 

center frequency of 5 MHz and bandwidth of 6 MHz is used as the driving signal, 

while the source location and structure are varied for the different configurations in 

Fig. 5.9(a), (b) and (c). The region (or the half of the whole region for symmetric 

cases) of 1 cm^ is discretized into 500x500 square elements. A typical run takes 

one to three hours depending on the number of time steps involved on a DEC alpha 

workstation. 

Case 1 

As the first case we refer to Fig. 5.9(a). The left vertical boundary is a symmetric 

boundary and a line source is applied on the solid surface in the plane of symmetry. 

The driving force of the source is along the vertical (Y) direction. A non-reflective 

boundary condition [15] is applied at the bottom boundary. That is, two boundary 

value problems (BVP) are solved with different boundary conditions at that bound-
_ o 

ary. BVPl: u y  = 0, = 0; BVP2: ux = 0, = 0. The average of the two sets 

of solutions cancels the reflections from that boundary. In order to cancel the multi-

reflections at a 2D corner, four boundary value problems would have to be solved. 

The wave profiles at different time instants are shown in Fig. 5.10. Note from now 

on that in each profile plot the solid side is represented by the y-displacement while 

the fluid side by the potential which is normalized such that the magnitude is of the 

same order as the y-displacement in the solid. The line source excites a longitudinal 
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Figure 5.9: Two dimensional geometries involving fluid/solid interfaces where leaky 
Rayleigh waves can be excited. The dimensions are in centimeters. 
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Figure 5.10: Wave profiles corresponding to geometry Fig. 5.9(a), (a) t=\ (b) 1.5 
(c) 2 and (d) 3 microseconds. 
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wave, a head wave and a shear wave in the bulk solid medium and a Rayleigh wave 

along the surface. As the Rayleigh wave reaches the interface, a leaky Rayleigh wave 

is excited along the interface and an associated wave front propagates into the fluid 

region at the Rayleigh angle. A secondary fact is that the head/longitudinal wave 

close to the interface also excites a wave component propagating into the fluid at 

the longitudinal critical angle. The time dependent y-displacement components of 

the Rayleigh/leaky Rayleigh wave along the solid surface/interface axe shown in Fig. 

5.11 from which the Rayleigh wave velocity is determined to be Vj:j=2950 m/s. The 

corresponding maximum amplitude is shown in Fig. 5.12 where the attenuation of 

the leaky Rayleigh wave is demonstrated. 

Case 2 

This case corresponds to Fig. 5.9(b). A strip source with width t/;=0.3 cm 

centered at x=0.2 cm, focuses the incident beam to the interface at location z=0.437 

cm . With this configuration, the center ray is at the calculated Rayleigh angle (30.6 

deg.). The focusing effect is achieved by appropriate time delays at different source 

lines. The forcing function is assumed uniform over the source. In addition to a 

non-reflective boundary condition on the bottom boundary, similar conditions are 

also put on the two side boundaries. Though only two BVPs are solved, no multi-

reflections at the corners are observed for the time period of interest. Wave fronts 

at different time instants are shown in Fig. 5.13. The figures refer to the defect free 

case unless otherwise indicated. Figs. 5.14 (a) and (b) show the maximum amplitude 

profiles within the fluid region without and with the subsurface crack respectively. 
rt 

The crack is 1.2x 10 cm in thickness and 0.2 cm in depth and located at a:=0.5 cm 
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Figure 5.11; Transient vertical (Y) displacement waveforms at points along the in­
terface. 
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Figure 5.12: Maximum amplitude based on Fig. 5.11. 
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Figure 5.13: Wave profiles corresponding to geometry Fig. 5.9(b), (a) i=3 (b) 4.5 (c) 
5 (d) 5.5 microseconds (without crack) and (e) 5, (f) 5.5 microseconds 
(with crack). 
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— 9  and 1.2x10 cm from the solid surface. In order to study the bandwidth influence 

on the reflected beams, two additional pulses with bandwidth of 3.6 and 2.6 MHz 

but of the same center frequency as the original pulse are examined. The amplitude 

profiles in the fluid medium are shown in Figs. 14 (c) and (d). The amplitude profiles 

in Fig. 5.14 along y=0.2 cm in the fluid axe shown in Fig. 5.15. It is seen that the 

interaction of the incident beam with the interface generates a specularly reflected 

beam, a spatially displaced beam and a trailing plane wave. The latter is due to 

a leaky Rayleigh wave propagating along the interface. The shift between the two 

reflected beams is observed to be about 0.1 cm on the interface which is independent 

of the excitation bandwidth. Note that for a narrow bandwidth pulse there exists a 

reflected secondary beam (sidelobe) besides the two major beams. The results are 

consistent with the theoretical predictions in the literature [90-92]. The effect of 

a subsurface crack is the partial reflection of the leaky Rayleigh wave. The forward 

leaky Rayleigh wave is significantly attenuated and the reflected one also leaks energy 

back to the fluid medium as displayed clearly in Fig. 5.13(e) and (f). In addition, 

it can be seen that the displaced beam forms an angle with the specularly reflected 

beam. This is due to the focused incident beam. While the specularly reflected beam 

stays the same, the spatially displaced beam increases its amplitude with the decrease 

of bandwidth. The appearance of the subsurface crack decreases the amplitude of 

the displaced beam. For each situation (bandwidth), while the displaced beam is 

relatively constant, the specularly reflected beam decreases in magnitude farther 

away from the interface. 
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Figure 5.14: Maximum amplitude profiles based on pulses of different bandwidth, 
(a) 6 MHz, (b) 6 MHz (with crack), (c) 3.6 MHz, (d) 2.6 MHz. 
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Figure 5.15: Profile from Fig. 5.14 with y=0.20 cm, with bandwidth of 2.6 
MHz(solid line), 3.6 MHz (dashes), 6 MHz (dash-dots) and 6 MHz 
with crack (dots). 
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Case 3 

As a third case, assume a cylindrically focused wave from a 2D strip aperture 

with width of 1 cm and focal length of 0.6 cm. The geometry in this case, as shown 

in Fig. 5.9(c) is symmetrical (about a;=0 plane) and only half is discretized. Like 

case 1, a non-reflective boundary condition is put on the bottom surface. The wave 

profiles axe shown in Fig. 5.16. Fig. 5.16(a) shows the incident wave front where the 

maximum incident angle is 39.8 degrees as well as the excitation of the leaky Rayleigh 

wave as the incident wave strikes the interface. At that instant, no longitudinal waves 

are observed since the incident waves are above the longitudinal critical angle. At 

a later time as shown in Fig. 5.16(b), a transmitted longitudinal wave is excited 

by the near-axis part of the incident wave. Fig. 5.16(c) shows specularly reflected 

and focused wave fronts and a plane wave front from the leaJsy Rayleigh wave. Fig. 

5.16(d) indicates the effect of a subsurface crack of similar features as in case 2 but 

located at x=0.3 cm. The reflected leaky Rayleigh wave from the crack and its 

radiation back to the fluid medium axe observed. 

In summary, by considering three cases of fluid/solid interfaces with different 

source configurations, the transient wave profiles are predicted by the finite element 

method. The properties associated with the generation and propagation of the leaky 

Rayleigh waves are described. The results indicates that the leaky Rayleigh wave is 

excited when a wave front strikes an interface at the Rayleigh angle. An ordinary 

Rayleigh wave is converted to a leaky Rayleigh wave upon the loading of a fluid 

layer on the solid medium. The leaky Rayleigh wave propagates with exponential 

attenuation due to the continuous radiation to the fluid medium. A subsurface crack 

or void partially reflects and scatters the leaky Rayleigh wave and the reflected leaky 
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Figure 5.16: Wave profiles corresponding to geometry Fig. 5.9(c), (a) <=2.5, 4, (b) 
5 (c) 6 (without crack) and (d) t=6 (with crack) microseconds. 
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Rayleigh wave again possesses the properties of a forward Hayleigh wave. The finite 

element approach is effective in producing the full fields of the spatial region of 

interest and for adopting various kinds of boundary conditions. With this method, 

the study can be extended readily in the following aspects: more complex shapes of 

the interface and defects; anisotropic solid medium with fluid loads; and multi-layer 

solid media with fluid loads. 
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CHAPTER 6. FIELDS OF ULTRASONIC TRANSDUCERS AND 

TIME-DELAY ARRAYS 

In modern ultrasonic NDE, a focused acoustic beam is used to provide good 

transverse definition and high intensity at a particular point of interest [84]. Tradi­

tionally an ultrasonic lens or a geometrically focused transducer serves this purpose. 

But field depth is reduced for this configuration. An alternative choice is to use time-

delay spherically focused arrays so that curved structures aie avoided. Therefore, a 

knowledge of the transient fields of such arrays is of fundamental importance and also 

the major subject of this chapter. The fields of other focusing devices are treated in 

the next chapter. 

The traditional approach for obtaining the radiated fields of arrays has been by 

the paraxial and farfield approximations [96,97] based on optical diffraction theory. 

But these techniques yield results valid only for the farfield or a small zone around 

the focus. One way to overcome this problem is by adding the partial effects of the 

array elements [98,99]. Based on the Cagniard-de Hoop technique, Aulenbacher and 

Langenberg [100] have reported analytical results for rectangular transducers and 

arrays. In addition to the application to single piston radiators, the impulse response 

method has also been used for various transducer arrays [101-105]. 

In this chapter, the radiated fields of a circular transducer and a time-delay 
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spherically focused transducer array are analyzed and compajed using the classical 

impulse response method and finite element analysis. In the first approach, the veloc­

ity potential at an observation point is expressed as the convolution of the excitation 

velocity and the impulse response, while the pressure is obtained by the differenti­

ation of the velocity potential. The impulse response for an array is expressed as 

the superposition of those of a series of circular pistons and is dependent on the 

observation point and piston/array structure. The finite element method starts with 

the formulation for elastic waves and the pressure fields are obtained through the 

pressure analog method. The essentials of the two approaches are presented in the 

next section ajid the resulting pressure field distributions predicted by both methods 

follow. 

The impulse response approach 

For a uniform velocity v applied normally to the piston shown in Fig. 6.1 (a) 

the velocity potential generated is expressed in terms of the Rayleigh surface integral 

where il = [r — rd is the distance of the observation point positioned at r and the 

differential radiation element positioned at r©. The impulse response is obtained by 

replacing v with a unit impulse, i.e., 

Numerical Approaches 

[56] 

(6.1) 

(6.2) 
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Figure 6.1: Axisymmetric geometries, (a) a circular piston, (b) a circular array. 
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Then 4> can be represented in terms of ^ as a convolution integral 

(f>{r, t) = v{t) * h{r, t) (6.3) 

The pressure at position r is expressed as 

= = (6.4) 

where p is the mass density of the medium at equilibrium, or alternatively 

p(r, t) = pv{t) * * h{r, t) (6.5) 

It is seen that the key point of the problem is the determination of the impulse 

response h. Evaluation of Eq. (6.2) yields [63] 

hir,t) =(6.6) 

where c is the longitudinal wave velocity in the medium and is the arc angle (in 

radians) of the intersecting axe of the sphere centered at the observation point with 

radius ct and the transducer plane. Therefor h is time limited, i.e., it has nonzero 

values for t such that ct is between the minimum and maximum distance of the 

observation point and the transducer surface. 

For a circular piston of radius a, the impulse response can be expressed in closed 

form. Assume r and z are the radial and axial coordinates of the observation point, 
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then 

where 

and 

h{r,t) = 

h{r < a,t) = * 

h{r = a,t) = 

h{r > a, t) = 

0, ct < z 

c, z <ct <Ri 

9{ct), Ri <ct < R2 

0, ct > R2 

0, ct < z 

c/2, ct = Ri 

9{ct), Ri <ct < i?2 

0, ct > 

0, ct < Ri 

0{ct), Ri < ct < R2 

0, ct > R2 

i?l = \/(r - a)2 + z^ 

= y/ir + a)2 + ^2 

6{ct) = —cos ^ 
TT 

(ct)2 — z^ +r^ 

(6.7) 

(6.8) 
2r((ci)2 — 02)1/2 

An axisymmetric time-delay array with N elements is shown in Fig. 6.1(b). 

Assume the elemental impulse response is denoted as h f ,  then the pressure at an li 

observation point due to the array is 

dh^{T,t) 
P(r,i) = Y^pv{t-Ti)* 

dt 
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i 

= (6.9) 
i 

where 

= (6-10) 
i 

while 

- ?i) = %-l(r,i - Ti) - ft2i_2(r,i - 7^) (6.11) 

with notation /lo = 0. Substituting (6.11) into (6.10) yields a compact form 

N N 
^/l(rji) = ^2 ~ ~ S ̂2i—2('^'^ ~ ^i) 

2=1 i=2 
2JV-1 . ^ 

= E (6.12) 
i=i 

where ^ = (2j + (—1)^ + 3)/4 = int(j/2) +1 and hj axe as determined from Eq. (6.7) 

with 

° j  =  | ( ' < l  + ' < 2 )  + ( 8 - " '  
where dj is the width of each element and and d2 is the space between two neighboring 

elements. Notice that the diameter of the innermost element is 23.^. The elemental 

time- delay for spherical focusing is determined as follows. The center radius for the 

element is 

n = (« - l)(c^l + d2) + (6.14) 

Notice that the center radius for the innermost element is represented by /2 rather 

than zero. If the focal length is chosen to be zy, the distance from the center of each 

element to the focal point is 

ri = (r? -H (6.15) 
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Assume that the time delay at rjy is zero. Then 

^ [('•^ + - i^i + (6.16) 

The finite element approach 

It is seen from the last chapter that in the pressure analogy, the z component 

of surface traction becomes the product of the fluid bulk modulus and the normal 

derivative of the pressure, and is further proportional to the time derivative of the 

normal surface velocity. The corresponding force term is 

Fv = Ap^(?un = Ap^c^v (6.17) 

where un and v are the normal surface displacement and velocity, respectively. An 

absorbing boundary condition for the radiation problem is as follows, 

= Apc{-cos6)UP (6.18) 

where 9 is the incident angle and A is the area associated with the node. The finite 

element equations assume the following form 

MlfP + KUP = F^ + F^ (6.19) 

or 

MUP + DifP + KUP = F^ (6.20) 

where Z) is a diagonal matrix whose nonzero elements correspond to the coefficients in 

Eq. (6.18) (i.e., i4/?c(—cos0)) for the absorbing boundary nodes. On the axis of sym­

metry, the radial derivative of JJP should vanish under the axisymmetric condition. 
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Based on the explicit integration scheme and mass lumping technique in Chapter 3, 

the solution to Eq. (6.20) is as follows, 

- {K + + 

+2Uf + - Uf_^^ (6.21) 

where the parameters are the same as in Chapter 3 except that the solid medium is 

replaced by an ideal fluid. 

Nearfields of the Planar Transducer 

Fig. 6.1(a) shows the geometry for the planar transducer, where 2a=0.60 cm. 

The medium properties throughout this study are c=1500 m/s and /o=1000 kg/m^ 

The transducer is simply modeled as a piston with the excitation pulse uniformly 

applied. The three excitation pulses are in the same form as that in Chapter 4 with 

the center frequency reduced by one half, i.e., 

f { t )  =  u { t )  —  u ( t —  _ cos^^^ cosiJot (6.22) 

where u(t) is the unit step function, wo=2'!rfo, /o=2.5 MHz, and n=3, 5 and 7 for 

the three pulses respectively. Pulses 1, 2 and 3 are in the order of increasing pulse 

length and decreasing bandwidth. If no indication is made, pulse 1 is assumed to be 

the excitation signal. All the results that follow are obtained by using a DEC alpha 

station. Square elements are used for the finite element approach. Unless otherwise 

stated, the number of elements per wavelength (EPW) is 20, and the time step is 

below the critical value. 

Fig. 6.2 shows the impulse response function of the circular piston in the plane 

at z=0.9 cm with radial values from zero to 0.6 cm. The time-limitedness is clearly 
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indicated. The maximum magnitude begins to drop for r greater than a. The pressure 

response in the same plajae for excitation pulse 1 using the impulse response method 

is shown in Fig. 6.3 while the corresponding pressure by the finite element approach 

is shown in Fig. 6.4. The major pulse is a combination of the direct wave and the 

edge wave while the secondary pulse is an edge wave. It can be seen that excellent 

agreement is achieved for the two methods. Shown in Fig. 6.5 are the A-scan plots 

for excitation pulse 1 at a few points along the z-axis. At the neighborhood of the 

piston, two separate pulses, i.e., the direct wave and the edge wave which are of 

equal magnitude but opposite phase exist. This is expected since the propagation 

time difference is significantly larger than the pulse width. For observation points 

on the z-axis further from the piston, the time difference between the direct wave 

and the edge wave decreases. When this difference reaches the pulse width, the two 

pulses begin to overlap. Still further on the axis the time difference approaches zero 

and the two pulses tend to cancel each other because of their opposite phases and 

thus make the axial pressure amplitude decrease from the maximum. It is noted that 

with the increase of distance from the piston, deviation between the two methods 

appears. This is caused by the spatial discretization of the finite element method. 

As shown in Fig. 6.6, smaller mesh size yields more accurate results. 

Fig. 6.7 displays the overall nearfield for the three excitation pulses by the two 

different approaches. The transverse ripples near the transducer edge, more obvious 

for the narrower-band pulse, confirm the ring effect observed by Beaver [65]. Fig. 6.8 

shows the normalized axial pressure amplitudes. It can be seen that the nearfields 

differ significantly for different excitation bandwidths with more abrupt variations 

for the narrow-band pulse. 
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Figure 6.5: Transient pressure fields for the piston on the axis of symmetry normal­
ized with respect to the maximum peak, solid line (Imp), dotted line 
(FEM). 
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Figure 6.6: Transient pressure fields for the piston on the axis of symmetry at z=1.5 
cm. 
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Figure 6.7: Pressure field distribution for the piston with excitation (a) pulse 1, (b) 
pulse 2 and (c) pulse 3. 
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Figure 6.8: Normalized axial pressure for the piston using (a) FEM, (b) impulse 
response method. 
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Field of the Time-delay Array 

For the time-delay array the following parameters are chosen, d]^=0.02 cm, 

<^2=0.01 cm and N=10. Thus the outer diameter is 0.58 cm which is approximately 

the same as the circular piston presented in the last section. The specified focal 

length Zj!=0.9 cm. The time delays Ti are determined according to Eq. (6.16). 

Fig. 6.9 shows the array impulse response at plane «=0.9 cm for r=0 to 0.6 cm. 

Though it is normalized by itself, the maximum amplitude is 10 times that for the 

single piston. The peak around the axis has been truncated to only 10 percent of the 

maximum value. A more abrupt change of magnitude close to the axis is seen here 

than in Fig. 6.2 for the circular piston. Figs. 6.10 and 6.11 show the corresponding 

pressure pulses for excitation pulse 1 predicted by the impulse response approach 

and the finite element approach respectively. Good agreement is seen and the pulses 

are more concentrated at the axis than in the case of the circular piston. This is 

expected because of the focusing effect. Figs. 6.12 and 6.13 are the A-scan plots on 

the axis of symmetry of the array, which are analogous to Figs. 6.5 and 6.6 for the 

single piston. A time shift can be seen for the array. As expected, the magnitude 

reaches maximum around the focal point and then decrease along the axis. 

Fig. 6.14 shows the wave profiles of the array for excitation pulse 1 with z=0 to 

1.8 cm and r=0 to 1.2 cm at three different time instants by the impulse response 

method on the left half and the finite element approach (30 EPW) on the right half of 

each plot. Good agreement can be seen for each plot and the focusing effect is clearly 

indicated. The pressure fields for the array are shown in Fig. 6.15 for the same area 

as that in Fig. 6.7. But here the focusing effect is clearly indicated. Shown in Fig. 

6.16 is the normalized aocial pressure field for the array by the two approaches. It 
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Figure 6.10; Transient fields for the array in the specified focal plane using the 
impulse response approach. 
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Figure 6.11: Transient fields for the array in the specified focal plane using the finite 
element approach. 
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FEM 

Figure 6.14: Wave profiles for the array with excitation pulse 1 at time instants (a) 
2, (b) 6, and (c) 12 /^s. (Note: The left half of each plot is predicted by 
the impulse response method and the right half by the finite element 
method.) 
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Figure 6.15 Pressure field distribution for the array with excitation (a) pulse 1, (b) 
pulse 2 and (c) pulse 3. 
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can be seen that the plots are very similar to those for the spherical radiator. For 

example, the specified focal plane is at z=Q.9 cm but the true focal plane is around 

z=0.65 cm which is closer to the radiator. The maximum amplitude is twice that 

for the piston. Fig. 6.17 shows the radial pressure fields in the specified focal plane 

predicted by the finite element approach on the left half and the impulse response 

approach on the right half of each plot. It is noted that each plot in Fig. 6.17 has 

been normalized on its own and the amplitude relationship between them can be seen 

from Fig. 6.16. It is seen from both Figs. 6.16 and 6.17 that smoother nearfields 

are obtained by using a short excitation pulse with larger bandwidth. The simple 

explanation is that, when the bandwidth decreases, the radiation pattern approaches 

the sinusoidal case. 

A summary is as follows. The radiated fields of the circular piston and time-

delay array are obtained comparatively using impulse response and finite element 

approaches. The results include the transient fields at discrete points, the wave 

profiles over some spatial region at various time instants and also the normalized 

amplitudes of the pressure fields. Good agreement has been achieved for the two 

approaches. One feature of the impulse response method is that it allows the transient 

fields of specific points of interest to be determined without having to work on other 

points, while the advantage of the finite element method is that it is able to determine 

the overall fields of a certain spatial region of interest with a greater efficiency. It 

is noted that beam steering and dynamic focusing for off-axis points require a 3D 

formulation which in turn demands greater computer resources. Of course, the real 

power of the finite element method lies in the broad range of simulation of wave 

propagation and scattering and interaction with multiple media of arbitrary geometry. 
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Figure 6.16: Normalized axial pressure for the array using (a) FEM, (b) impulse 
response method. The peak value is about twice that of Fig. 6.8. 



www.manaraa.com

150 

Pulse 1 
Pulse 2 
Pulses 

0.9 

£0.8 

tO.5 FEM Imp 

0 0.2 

0.1 

0.1 0.2 0.3 0.4 0.5 
R—AXIS (CM) 

-0.5 -0.4 -0.3 -0,2 -0.1 

(a) 

Pulse 1 
Pulse 2 
Pulses 

0.9 

5 0.5 
a. 
S 
<0.4 

FEM Imp 

O0.2 

0.1 

-0.5 -0.4 -0.S -0.2 -0.1 
R—AXIS (CM) 

0.1 
(CM) 

(b) 

Figure 6.17: Normalized traaisverse pressure for the array in (a) specified focal plane 
and (b) true focal plane. (Note: The left half of each plot is predicted 
by finite element analysis and the right half by the impulse response 
method.) 



www.manaraa.com

151 

Effects of Array Structural Parameters 

It has been demonstrated that the finite element method is superior for finding 

the overall nearfields which are usually of interest for imaging applications. In this 

section, the finite element method is used for obtaining the field distributions of 

different array structures including the variation of aperture width, focal length, 

element width/spacing ratio, etc. The excitation function throughout this study is 

of the following form 

where u(t) is the unit step function, loq — IT: jo and /o=2.5 MHz. The integer n 

controls the bandwidth and a larger value of n corresponds to a narrower bandwidth. 

Three arrays (Nos. 1, 2 and 3) with outer diameters of 0.6, 1.2 and 1.8 cm axe 

modeled. In one aspect of the study, we assume that the elements in all the arrays 

have the same width and are equally spaced, e=0.67 and 5=0.33 mm, and e/s=2. 

The focal length is assumed to be 0.75 cm. Fig. 6.18 shows the wave fronts for array 

2 with excitation n=2 at three different time instants, i=3, 7 and 11 /zs. Though 

radiated by different elements, the net pressure fields are virtually composed of two 

major wave fronts, the direct wave and the edge wave, as indicated in Fig. 6.18(a). 

Fig.6.18(b) indicates that the pulse is around the focal point. Figs. 6.19, 6.20, 

and 6.21 display the pressure field distributions for the three arrays. The influence 

of the bandwidth is included in each case. Fig. 6.22 shows the normalized axial 

pressure fields for the three arrays. The plots are normalized with respect to the 

highest maximum value and are displayed in dB. Fig. 6.23(a) indicates the effect of 

focal length variation on the aocial pressure fields for array 2 with excitation n=2. 

ZOZUOT (6.23) 
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The letters a through h in the plot indicate focal lengths of 0.15, 0.3, 0.45, 0.6, 

0.75, 0.9, 1.2 and 1.5 cm, respectively. A shajper focusing is achieved if the focal 

point is closer to the transducer array. Fig. 6.23(b) shows the effect of the element 

width/spacing ratio on the axial field. Although the curves look similar, a higher 

width/ spacing ratio yields a higher pressure magnitude and should be recommended 

for practical implementation whenever possible. All the above results have been 

based on a single focusing. Figs. 6.24(a) shows the field distribution with multiple 

focusing, i.e, different parts of the array (No. 2, n=2) focuses at different points. 

Of the 20 elements, the inner 12, middle 5 and outer 3 are electronically focused to 

/=0.6, 0.75 and 0.9 cm respectively. The total effect is an extension of the focal 

region. Fig. 6.24(b) shows the axial field along with the single focusing (/=0.75 cm). 

In summary, factors such as the excitation bandwidth, aperture width, focal 

length, element width and spacing, as well as multiple focusing, all affect the field 

patterns and are examined through finite element analysis. The quantitative results 

may serve as a valuable tool for the design of arrays. 
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Figure 6.18: Pressure wave profiles of array 2 with excitation n=2 for three different 
time instants, (a) t=3 fis, (b) t=7 /zs, and (c) t=ll /zs. The area shown 
is r=0 to 1.2 cm and z=0 to 1.8 cm. 
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(a) 
(b) 

Figure 6.19; Field distribution for array 1 with excitations (a) n=l, (b) n=2, (c) 
n=3 and (d) u=4. The area shown from now on is r=0 to 0.75 cm and 
z—0 to 1.5 cm. 
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Figure 6.20: Field distribution for array 2 with excitations (a) n=l, (b) n=2, (c) 
n=3 and (d) n=4. 
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Figure 6.21: Field distribution for array 3 with excitations (a) n=l, (b) n=2, (c) 
n=3 and (d) n=4. 
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Figure 6.23: Axial pressure fields (array 2 with n=2) based on the variation of (a) 
focal length, (b) element width/spacing ratio. 
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Figure 6.24: Fields (array 2 with n=2) due to multiple focusing, (a) field profile, 
(b) axial pressure field compared with single focusing. 
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CHAPTER 7. WAVE ANALYSIS IN ACOUSTIC MICROSCOPY 

An overview of the scanning acoustic microscope has been given in Chapter 1. 

In addition to imaging purposes, the acoustic microscope can be operated in the non-

scanning fashion to determine the elastic properties of materials based on two types of 

measurements. One is the V(z) curve or acoustic material signature (AMS) [106,107] 

and the other is the time-resolved measurement [95,108,109]. The V(z) curves ob­

tained by using relative longer pulses not only provide the foundation of the image 

contrast mechanism of the SAM but also contain information on the leaky Rayleigh 

wave velocity and attenuation information, as well as the status of defects if there are 

any involved. By using relatively short excitation pulses, the different wave fronts 

can be resolved in the time domain and provide pertinent information regarding the 

sample. Various models have been proposed to illustrate the phenomena and serve as 

tools for interpreting measurement data. Based on the angular spectrum approach 

from Fourier optics, Atalar [110,111] derived a simple formulation of the V(z) curves 

which were subject to paraxial approximation. The key parameter relating to the 

material property is the reflection function at the coupling medium/sample inter­

face. A similar approach but for the line-focus acoustic microscope has been given 

by Kushibiki et al. [112,113]. A Fourier spectrum model for surface cracks is given 

by Somekh et al. [114]. The effects of large angles of beam convergence on the V(z) 
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curve have been formulated by Sheppard and Wilson [115]. A ray interpretation of 

the AMS is provided by Parmon and Bertoni [94]. A prediction of the period of the 

oscillating curve has been given and the approach indicates that the interference of 

two groups of rays contributes to the voltage output. One group includes specularly 

reflected rays close to the axis of symmetry. The others are rays radiated back to 

the coupling medium at the Rayleigh critical angle (particularly the ones symmetric 

with the input rays at the Rayleigh angle incidence) from the leaky Rayleigh waves 

excited at the sample surface. More quantitative prediction of the AMS based on 

the ray representation has been given by Bertoni [116] for the case of leaky Rayleigh 

waves where the Rayleigh wave velocity in the sample is significantly greater than 

the compressional wave in the coupling medium, and by Chan and Bertoni [117] 

for the case of lateral longitudinal waves which occur when the Rayleigh wave ve­

locity is smaller than the compressional wave velocity in the coupling medium. An 

alternative to the traditional lens for focusing the acoustic beam is the spherical or 

concave transducer[118,119]. This kind of focusing transducer has the advantage of 

no aberration, no spurious reflection, as well as low cost of fabrication. The V(z) 

curves show significant difference from those of the acoustic lens [119,120]. As indi­

cated by Sugawara, et al [120], the ampHtude of the V(z), in the defocused region, 

shows rapid periodic variation not directly associated with the surface Rayleigh wave 

velocity whereas the phase is related to the surface Rayleigh wave. The nonparaxial 

formulation of V(z) and its Fourier transform relation with the reflection function at 

the fluid/sample interface are given by Liang et al. [121] for the spherical transducer, 

and the measurement data for both the magnitude and phase of the V(z) curve can 

be inverted to yield the reflection function which is strongly dependent on material 
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properties. Material characterization using the line-focus-beam acoustic microscope, 

which overcomes the deficiency of the spherically focused acoustic microscope for 

anisotropic materials, has been covered in detail in [122] where the wave propagation 

properties such as the phase velocity and attenuation of the leaky surface acoustic 

wave were determined based on the V(z) curve analysis. The V(z) formulation for 

the line-focus acoustic microscope based on the boundary element method has been 

reported by Achenbach et al. [123]. The approach has also been used to derive the 

response to surface-breaking and subsurface cracks [124,125]. A formulation based 

on the Fourier integral /boundary integral approach has been presented by Roberts 

[126] for the acoustic microscope response to the scattering by a near-surface void. 

A combined finite element and Green's function approach for simulating the focusing 

properties of the spherical acoustic lens has been carried out by Winkler and Davies 

[127]. They demonstrated the discrepancy between their numerical model and the 

classical ray approach for thick lenses. Latest developments in acoustic microscopy, 

including time-resolved measurements of short cracks, novel lens geometries, elastic 

constants measurements for bulk materials and thin films, etc., heis been covered in 

[128]. In this chapter, a finite element model is developed for analyzing the ultrasonic 

pulses propagating in the acoustic microscope. 

Fields of the Spherically Curved Transducer 

Fig. 7.1 shows the geometry for modeling the spherically curved transducer, 

where 2a=0.36 cm. The excitation signal is in the form of Eq. (4.1) with a center 

frequency of 5 MHz. Fig. 7.2 displays the transient wave profiles for the curved trajis-

ducer. The focusing effect is clearly indicated and the maximum field is achieved at 
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0.6 cm 
1 cm 

1.2 cm 

Figure 7.1: Axisymmetric configuration for the curved transducer. 

around 4 microseconds. Fig. 7.3 shows the spatial distribution of the normalized fields 

for the three excitation pulses. There exist significant differences in the nearfields but 

the farfields (i.e., beyond the focal point) are almost identical. For comparison, the 

corresponding field distributions for a flat transducer with the same aperture diame­

ter are shown in Fig. 7.4. The focusing property of the curved transducer is further 

indicated by the axial fields displayed in Fig. 7.5. It is indicated that the true focal 

point is around 0.48 cm from the transducer which is smaller than the geometrical 

focal distance fg=0.6 cm. This is explained by the diffraction effect of the curved 

transducer(2). Fig. 7.6 shows the transverse field in the geometrical focal plane for 

the different excitations from which it can be seen that shorter pulses or wider band-

widths correspond to greater smoothness of the fields. The CW curve in Fig. 7.6 is 
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(c) 

Figure 7.2; Wave profiles for the curved transducer with excitation pulse 1, (a) t=2 
f^s, (b) 4 fis and (c) 6 fis. 
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Figure 7.3: Field profiles for the curved transducer for excitation (a) pulse 1 (b) 
pulse 2 and (c) pulse 3. 
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Figure 7.4: Field profiles for the planar transducer for excitation (a) pulse 1 (b) 
pulse 2 and (c) pulse 3. 
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Figure 7.6: Transverse field in the geometrical focal plane for the curved transducer. 
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equivalent to that in the Fraunhofer region of a flat transducer [85]. 

Modeling of the Spherical Lens 

The lens structure is taken as an axisymmetric aluminum/water cylinder with 

diameter of 1 cm. The lens radius of curvature is 0.5 cm. Both the transducer and 

the lens aperture have a diameter of 0.4 cm. The total length of the geometry is 2.25 

cm with the thickness ratio of the two media on the axis is 2:1. The driving signal 

for the transducer is assumed to be a standard raised cosine with center frequency 

of 5 MHz. The time dependent wave profiles in the lens are shown in Fig. 7.7. The 

potential wave fields in the fluid have been normalized such that their magnitude is 

of the same order as the displacement in the lens rod. The fields inside the lens rod 

are described in Chapter 4. The focusing properties of the lens are clearly illustrated. 

The field amplitude distribution in water is shown in Fig. 7.8. It is shown by plotting 

only the axial field that the peak point on the axis is 0.65 cm from the lens surface. 

This is larger than the radius of curvature and agrees with the prediction of paraxial 

ray theory. 

Focused Fields Probing a Fluid/Solid Interface 

In this case a spherical transducer with aperture diameter of 1 cm and curva­

ture radius of 1.5 cm radiates a focused wave of 5 MHz center frequency into the 

water/aluminum assembly. The two layers have thickness of 0.4 cm and 0.8 cm re­

spectively. The wave profiles are shown in Fig. 7.9. Since in this configuration 

the maximum half angle is 19.47 degrees which is about 10 degrees less than the 

Rayleigh critical angle, no leaky Rayleigh waves are generated on the interface. The 
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Figure 7.8: Focused wave field distribution in the fluid medium. 

transmitted waves include both shear and longitudinal waves. Besides the specularly 

reflected waves there exist also lateral longitudinal waves propagating back in the 

fluid medium. This corresponds to one of the cases considered in Chapter 5 where 

other cases are also treated in detail. 

Focused Fields Probing a Solid/Solid Interface 

In this study, the acoustic microscope is modeled by the geometries shown in 

Fig. 7.10, which consists of a coupling medium( 1^^=1500 m/s, >5=800 m/s, /3=1000 

kg/m^ ) and a ceramic sample ( ^^=9400 m/s,1^5=5640 m/s, /9=3970 kg/m^). A 

raised cosine excitation signal with center frequency of 20 MHz is applied uniformly 

over the spherical surface. Fig. 7.10(a) differs from (b) in that they represent different 
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Figure 7.9: Profiles of waves from a spherically focused transducer probing a 
fluid/solid interface, (a) 2, (b) 4 and (c) 5 /JLS. 
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Figure 7.10: Axisymmetric geometries for modeling the acoustic microscope. The 
length values axe in centimeters. 

defocusing and the latter configuration includes three cases; without crack, with 

crack 1 at radial distance r=0.05cm, and with crack 2 at r=0.1 cm, respectively. The 

thickness of the crack is only a few percent of the longitudinal wavelength in the 

sample. 

Fig. 7.11 displays the wave profiles (Z-displacement) for the configuration in 

Fig. 7.10(a) at (a) t=1.25, (b) t=1.5 and (c) t=1.75 jus, respectively. At t=1.25 /us, 

the focused wave front reaches the planar interface and reflects back to the coupling 

medium. A refraction also occurs. In addition, it can be observed that a Rayleigh 

wave also propagates along the interface towards the axis of symmetry. It could 



www.manaraa.com

174 

Figure 7.11: Wave profiles for the configuration in Fig. 7.10(a), (a) t=1.25 f is ,  (b) 
t=1.5 f is  and (c)  t=1.75 f is .  
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be due to that part of the focused beam incident to the interface at or around the 

Rayleigh angle. The profiles at t=1.5 and 1.75 fis indicate that the Rayleigh wave 

propagates away from the axis and decreases in magnitude. Associated with this 

wave there is another wave front propagating back to the coupling medium. Fig. 

7.12 shows the transient wave fields at different spatial points for the same geometry. 

The left column, i.e., Fig. 7.12(a), is for points on the curved surface. There axe 

four major pulses. In the middle plot, for example, the first pulse is the initially 

excited Z-displacement, the second is a surface Rayleigh wave from the transducer 

edge, the third is a specular reflection from the planar interface and the fourth one 

is the wave front excited from the interface Rayleigh wave. The right column, i.e., 

Fig. 12(b), is for points on the planar interface and two major wave components are 

indicated. Near the axis of symmetry, the Rayleigh waves propagating inward and 

outward are just separated. Farther form the axis, the two waves are significantly 

separated. Beyond some point only the outward propagating Rayleigh wave exists as 

indicated in the third plot. From these plots, the Rayleigh wave velocity is estimated 

to be 5200 m/s which is in agreement with the analytical value. 

Fig. 7.13 shows the wave profiles at t=l f is  for the geometry in Fig. 7.10(b), 

(a) without crack, (b) with crack 1 at r=0.05 cm and (c) with crack 2 at r=0.1 cm 

on the sample surface. The comparison of Fig. 7.13(a) and Fig. 7.11(a) indicates 

similar wave mechanisms with only a time shift due to different negative defocusing. 

It is seen from Figs. 7.13(b) and (c) that when the excited Rayleigh wave propagates 

toward the axis and reaches the crack, it is reflected back and propagates along the 

interface towards the edge. It is also noted that an associated longitudinal wave 

front propagates back to the coupling medium. Fig. 7.14 compares the transient 
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Figure 7.12: Transient wave fields for the configuration in Fig. 7.10(a), (a) on the 
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Figure 7.13: Wave profiles for the configuration in Fig. 7.10(b) at t=l /xs ,  (a) with­
out crack, (b) with crack 1 only and (c) with crack 2 only. 
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Figure 7.14; Transient wave fields for configuration (b) in Fig. 7.10. (a) Without 
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right plot is for radial location r=0.15 cm on the planar interface. Axis 
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wave fields for the geometry in Fig. 7.10(b) without or with cracks. It is seen from 

the left column that when the crack position is farther from the axis (if not out of 

the Rayleigh angle limit), the time it takes will be shorter for the wave front radiated 

back to the coupling medium from the interface Raleigh wave to reach the curved 

surface since the then reflected path to the surface is shorter. The wave fields in 

column (b) confirm that it takes less time for the interface Rayleigh wave to reach 

the specified point with the presence of crack 2 which is farther away from the axis 

than crack 1. 

As a summary, the wave fields in an acoustic microscope are analyzed using the 

finite element method. The results agree with the established analytical formulations. 

When the spherically focused beam reaches the interface of the coupling medium and 

the sample, an interface Rayleigh wave, typically called the leaky Rayleigh wave, 

will be excited along the interface provided that the beam contains rays around 

the Rayleigh angle. This wave reradiates a longitudinal wave back to the coupling 

medium. As the leaky Rayleigh wave reaches a crack in its path both reflection and 

reradiation occur. 
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CHAPTER 8. CONCLUSIONS 

In this study, a finite element model is developed to simulate ultrasonic wave 

propagation in acoustic and elastic media with application to acoustic microscopy. 

Based on the governing equations from dynamic elcisticity, semi-discretized finite ele­

ment equations in the space domain are derived according to the variational principle. 

Direct time integration is carried out through the explicit central difference scheme. 

Both linear and quadratic elements are implemented with comparison and verifica­

tions. While the full 3D implementation consumes enormous computer resources in 

terms of memory and CPU time, the major results are based on the 2D and axisym-

metric geometries. Material properties, including anisotropy, inhomogeneity, viscous 

damping and arbitrary discontinuities are handled successfully by the model. 

Acoustic media are readily handled through the pressure analog approach. For 

ultrcLsonic systems containing a fluid/solid interface, the governing equations for both 

the solid and fluid media have to be solved simultaneously with the interfacing bound­

ary conditions properly satisfied. In this case the solid and fluid media aie formulated 

by the displacement vector and pressure scalar respectively. The coefficient matrices 

are rendered symmetric by introducing a new potential variable for the fluid medium. 

The transient fields of a pulsed transducer in an isotropic medium are charac­

terized by the finite element model. Various wave fronts axe predicted, including the 
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direct longitudinal wave, edge longitudinal wave, edge shear wave, Rayleigh surface 

wave and head wave. The phase relationships among these waves are in agreement 

with the literature. The interaction of the finite aperture transducer fields with spher­

ical voids and penny-shaped cracks are presented. Forward and backward scattered 

wave as well as creeping waves are successfully predicted. Wave mode conversions 

axe implicitly built in the model. 

The fields of spherically focused transducers and time-delay arrays axe analyzed. 

The wave field profiles are compared with those obtained by the classical impulse 

response method and good agreement is achieved. One feature of the impulse re­

sponse method is that it allows the transient fields of specific points of interest to be 

determined without having to work on other points, while the advantage of the finite 

element method is that it is able to determine the overall fields of a certain spatial 

region of interest with a. greater efficiency. 

The generation and propagation properties of transient leaky Rayleigh waves 

are characterized and visualized by the finite element model. Wave propagation in 

an acoustic lens and focused waves probing a fluid/solid and solid/solid interfaces as 

situations in acoustic microscopy are presented. Scattering characteristics of surface 

and subsurface cracks in acoustic microscopy are examined quantitatively. The effects 

of excitation pulse bandwidths are presented in the majority of simulations. The finite 

element model proves to be an invaluable tool for acoustic device design and material 

characterization. 

A few comments on possible future work are in order. (1) For the realistic 

acoustic microscope, a coupled FEM/BEM formulation may be beneficial for effi­

cient computations. While the solid paxt can be modeled by the FEM, the coupling 
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medium of the extended region can be modeled by the BEM. (2) Comparisons can 

be made for the characteristics for various focusing systems as well as lens structures. 

Harmonic analysis may be carried out by implementing infinite elements. (3) A three 

dimensional model can be implemented based on cylindrical coordinates. Particular 

interest lies in the NDE of tubes and pipelines where the load or geometry may not 

be exactly axisymmetric. (4) The finite element codes can be further optimized for 

parallel processing on supercomputers to improve execution efficiency and to simulate 

problems of larger size or greater complexity. 
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